
 

 

Appendix 

Table A1: ICD10 and BNF codes used to define comorbidities 

Comorbidity ICD-10 Codes BNF Paragraph Codes 

Ischaemic Heart Disease I20, I21, I23, I24, I25 "^020601","^020603" 

Other Heart Disease I0[01256789], I1[0-5], I2[6-8], 

I3[0-9], I4[0-9], I5[0-2] 

"^0203" 

Other Circulatory Disease I6, I7, I8, I9, Z95   

Chronic Kidney Disease N184, N185, Z49[0-2], Z9402  

Neurological Disease F03, G[1236789] ϦϣплфέΣ άϣпммϦΣ ϦулнлϦ 

Liver Disease C220, I850, I983, K70[234], K717, 

K72[019], K73, K74[023456], 

K767, R18 

 

Diabetes E10, E11, E12, E13, E14 "^0601" 

COPD J40, J41, J42, J43, J44  

Cancer C0, C1, C2, C3, C4, C5, C6, C7, C8, 

C9 

 

 

Table A2: Description of the response variable and explanatory variables used in the 

analysis. *Each comorbidity was input as a single variable resulting in 13 explanatory 

variables in total. SIMD = Scottish Index of Multiple Deprivation.  

Variable  Type (effect) Characteristics Units 

Death Response Dichotomous 

categorical variable 

0/1 

Age Explanatory 

(fixed) 

Ratio continuous 

variable 

Years 

Sex Explanatory 

(fixed) 

Dichotomous 

categorical variable 

Male/Female 

SIMD Explanatory 

(fixed) 

Ordinal categorical 

variable 

5 ς least 

deprived, 

4, 

3, 

2, 

1 ς most 

deprived 

 

Comorbidities* 

Ischaemic Heart Disease 

Other Heart Disease 

Other Circulatory Disease 

Neurological Disease 

Liver Disease 

Immunodeficiency/Immunosuppression 

Diabetes 

Chronic Obstructive Pulmonary Disease 

(COPD) 

Cancer 

Explanatory 

(fixed) 

Dichotomous 

categorical variable 

0/1 
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Data quality 

Cases who had an unknown SIMD quintile were removed from the dataset, n = 1,618 (wave 

1 = 29 cases including 5 deaths; wave 2 = 713 cases including 9 deaths; and wave 3 = 876 

cases including 1 death).  

Backwards stepwise model selection 

For wave one, the data was restricted to SARS-CoV-2 cases with a specimen date between 

02/03/2020 and 05/07/2020. The full model was specified with all variables in Table A1 and 

the interaction between age and sex.  

Backwards stepwise selection was used to drop variables from the full model using the 

drop1 function from the stats package (1) and a significance level, p < 0.05. Each time a 

variable was dropped, the hierarchal nested models were compared using log-likelihood 

ratio tests (LRTs) and a significance level, p < 0.05 to confirm the selection. LRTs were 

performed using the lrtest function from the lmtest package (2). The final model was 

selected when all variables met the significance threshold as indicated by the drop1 

function, and the LRT test indicated that neither a complex or simpler model would be more 

suitable.   

The LRT is a hypothesis test that chooses the best model out of two nested models for the 

data. It works on the basis that a p-value greater than the significance level (in this case 

>0.05) indicates the simpler model (model with the least variables) is a better fit for the data 

than the more complex model. A p-value less than the significance level indicates that the 

more complex model is a better fit for the data than the simpler model.   

The process was repeated for wave two, and wave three but the data was restricted to 

SARS-CoV-2 cases with a specimen date between 06/07/2020 and 04/04/2021, and 

05/04/2021 and 08/08/2021, respectively.  

Interaction 

The drop1 function indicated that the interaction between age and sex was only significant 

in wave two. However, closer inspection into improvement of the model fit lead to no 

ƛƴǘŜǊŀŎǘƛƻƴ ōŜƛƴƎ ƛƴŎƭǳŘŜŘ ŀǎ ŘƛŦŦŜǊŜƴŎŜǎ ōŜǘǿŜŜƴ ǘƘŜ aŎCŀŘŘŜƴΩǎ ǇǎŜǳŘƻ Ǌ-squared value 

for the model with and without the interaction were minimal.  

Model Diagnostics 

The assumption of linearity for logistic regression between the transformed expectation of 

the response and the predictor variables was assessed using residuals vs. fitted values plots 

and was met for all three waves.  

Multicollinearity of the variables was assessed using the vif function from the car package 

(3). For all three final models, every variable had a VIF value below 5 indicating no 

problematic amount of collinearity. LƴŦƭǳŜƴǘƛŀƭ ǾŀƭǳŜǎ ǿŜǊŜ ŀǎǎŜǎǎŜŘ ǳǎƛƴƎ /ƻƻƪΩǎ ŘƛǎǘŀƴŎŜ 
plots.  
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