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Study objective: Australia has had a two party parliamentary political system for most of the period since its Federation in 1901, dominated either by a social democratic (Labor) or a conservative ideological perspective. This paper investigates whether such political differences at Federal and State levels have influenced suicide rates in the state of New South Wales (NSW) for the period 1901–1998.

Design: Federal government type, NSW State government type, and combinations of both Federal and NSW State government type were examined. Poisson regression models were stratified by sex and controlled for the effects of age, annual change in gross domestic product, sedative availability, drought, and both world wars.

Results: When both Federal and NSW State governments were conservative the relative risk of suicide for NSW men was 1.17 (p<0.001) and for women 1.40 (p<0.001) compared with both governments being Labor (1.00). A statistically significant linear trend (p<0.001) in suicide risk was evident across the continuum of Federal/State government combinations, from both Labor (lowest), to mixed (intermediate), to both conservative (highest).

Conclusion: Significantly higher suicide risk was associated with conservative government tenures compared with social democratic incumbents. Results are discussed in terms of the differences underpinning conservative and social democratic government programme ideology, and their relevance to Durkheim’s theories of suicide, social regulation, and integration.

METHOD

Data
NSW suicide mortality data for the period 1901–1998 were obtained from Australian Bureau of Statistics (ABS) year books. Population denominator data were obtained from ABS census information, with inter-censal year populations estimated using weighted interpolation. Data were categorised into five year age groups from 15–19 years to ≥80 years. Given the variable classification protocols over time, biases may exist in Australian suicide data, but it has been observed that the magnitude of such biases do not preclude the use of suicide data for aggregate or secular analyses. Estimates of national GDP provided by Butler were used to calculate the per cent annual GDP change for the period under investigation. Additional information on annual changes in GDP were obtained from the ABS for the period 1984–1998. Annual changes in...
GDP were then grouped into five categories: negative GDP change of 10% or more, 5% and up to 10% negative change, between −5% and 5% change, between 5% and up to 10% positive change, and 10% or greater positive change. This economic variable was used to control for the year to year changes in national economic performance.

Occurrence of drought was taken from Bureau of Meteorology (BOM) data, based on the definition adopted by the BOM, and coded as a categorical variable. This variable was used to control for the possible influence of extreme climatological hardship especially in the earlier periods of the 20th century where economic and social stability was more dependent on agricultural enterprise. A similar method was used for the first and second world wars. The world war variables were modelled primarily to control for the artefactual drop in male suicide rates during the second world war when servicemen were not included in mortality data, and for the real but unmeasured drops in suicide observed in civilian populations during both world wars. The availability of sedatives during 1960–1967 under the government subsidised Pharmaceutical Benefits Scheme, known to have affected Australian suicide rates (especially in women), was also included as a variable. Access to sedatives was restricted in 1967, which limited the number of tablets prescribed and the number of prescription repeats, after which decreases in suicide attributable to self poisoning were observed. Data on which political parties held power were obtained from Grattan and coded into a categorical variable as either "Conservative" or "Labor". In instances where governments changed mid-year, the party that had governed for the majority of the year was coded as the government for the whole year. Data on NSW governing parties were obtained from the NSW Parliamentary Library (1980) and coded similarly. Combinations of Federal and State government type on NSW suicide mortality rates were also investigated. The resultant categorical variable comprised periods where Federal and NSW State government combinations were "Conservative/Conservative", "Conservative/Labor", "Labor/Conservative", or "Labor/Labor". As risk estimates in the two mixed categories were similar, these were aggregated for trend analysis.

Analysis
Data were analysed with regression models using a log link function with a Poisson error distribution. The following general model was defined and examined:

$$\ln \left( \frac{ni}{pi} \right) = \beta_0 \text{age} + \beta_1 \Delta GDP + \beta_2 \text{drought}$$

$$+ \beta_3 \text{WW1} + \beta_4 \text{WW2} + \beta_5 \text{sedatives} + \beta_6 \text{govt} + k$$

where $n_i$ refers to the number of suicides for a given year, $p_i$ the corresponding denominator population, $\beta_0$ the constant, $\beta_1$ to $\beta_6$ the relevant regression coefficients or estimates, with $k$ as the constant. $\text{Age}$ refers to five year age group, $\Delta GDP$ refers to percentage annual change in GDP, $\text{drought}$ refers to drought occurrence as defined by the BOM, $\text{WW1}$ and $\text{WW2}$ refer to the first and second world wars respectively, and $\text{sedatives}$ refers to increased sedative availability. The variable $\text{govt}$ refers to the type of Federal or NSW State government, or to the various possible combinations of Federal and NSW State governments over the study period, as defined above. All variables are categorical. Separate models of Federal, State, and combinations of Federal and State governments were examined. Risk estimates were generated for each variable adjusting for age only to compare with the above models. The models were validated through investigation of sub-periods and sub-groups on a post hoc basis. This was to examine the possibility that any association found with a governmental regime was attributable to the influence of, for example, the second world war artefact in men (lower suicide rates during a Labor government) or the sedative epidemic in the 1960s in women (higher suicide rates during a conservative government). Young, middle, and older age groups were also analysed separately, as were earlier and later periods of the century. Time series analysis was also conducted in relation to the identified socioeconomic and historical variables, defined as interventions where appropriate. Statistical analyses were conducted using SAS statistical software.

RESULTS
Tables 1, 2, and 3 show the extent of association of the type of Federal or NSW State government with NSW suicide mortality data for men and women adjusting for age only, and adjusting for age, annual changes in GDP, sedative availability, world war, and drought. As can be observed from table 1, after adjusting for all variables a significant positive association is evident between Federal conservative governments and increased suicide risk in NSW for men (RR=1.07, p<0.01), with a stronger association found in women (RR=1.22, p<0.001). The effects in both men and women were similar after controlling only for age. The effects of conservative NSW State governments (table 2) were also positively associated with increased risk of male suicide (RR=1.09, p<0.001) and female suicide (RR=1.17, p<0.001) in NSW, with the risk estimates being slightly lower for women than in the case of Federal conservative governments. And as was the case for the Federal analysis, these effects were similar to those found after adjusting for age only. The magnitude and statistical significance of the association between government type and suicide did not change after adjusting simultaneously for NSW State and Federal government type.

The effect of combinations of Federal and NSW State government on suicide risk is shown in table 3, with Labor in both Federal and NSW State governments as the referent group. As can be observed, when Federal and NSW State governments are both conservative, suicide risk is greatest. The relative risk for male suicide under a conservative Federal and State government was 1.17 (p<0.001). For women this estimate was 1.40 (p<0.001). Similarly significant results are evident when a NSW State Labor government coexists with a Conservative Federal government and vice versa, but the effect size is not as marked, with relative risks ranging from 1.07 (p<0.05) to 1.09 (p<0.05) for men, and 1.09 to 1.16 (p<0.001) for women. Confounding variables were found also to be significantly associated with suicide. For men, relative risks associated with annual changes in GDP suggest an increased suicide risk with dramatic decreases in GDP, as shown by significantly higher relative risks for negative annual GDP changes of 10% or greater for Federal, State, and combined government models. For women, negative annual changes in GDP were not associated with increased suicide risk, but positive changes of greater than 5% were associated with increased female suicide risk for each model. Periods of drought were also associated with increased suicide risk, particularly in women. In both the Federal and combined models, a decreased suicide risk is also evident for women during the first world war period. Significantly lower suicide risks for both men and women were evident during the second world war.

Figure 1 shows the risk estimates for combinations of Federal and State governments, with discordant combinations (that is, conservative/non-conservative) collapsed into a single category as the relative risk estimates for the converse of these combinations were similar (see table 3). Figure 1 demonstrates a statistically significant increasing linear trend for both men and women when government combination is defined as an ordinal variable, with risk increasing monotonically from non-conservative to conservative government.
groupings (table 4). In the fully adjusted models, suicide risk increases an average 9% for men and 20% for women across each category.

Further subgroup analyses were undertaken for broad age groups and periods to determine if differences existed in the association between suicide and government regime. Furthermore, analyses were conducted that excluded periods with known artefactual or real impacts on suicide as an additional control for confounding. Analyses of sub-periods revealed that the increased risk of suicide associated with conservative governments differed in magnitude over the study period, with the relative risks associated with conservative governments compared with social democratic governments being higher in the post-second world war period than in the pre-second world war period. Significantly higher relative risk estimates for conservative governments remained when the analysis excluded the second world war period that is affected by the lower suicide artefact in men, coinciding with a period of Labor government. A similar analysis excluding the period of the sedative epidemic, a period that coincided with a conservative government, also resulted in significantly higher suicide risk under conservative governments.

Stratified analyses by broad age group (15–24, 25–59, >60 years) were conducted to examine whether the association of

Table 1 Influence of type of Federal government and other factors on suicide in NSW (1901–1998)

<table>
<thead>
<tr>
<th></th>
<th>Men</th>
<th></th>
<th>Women</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of suicides</td>
<td>Rate/100000 adjusted for age only</td>
<td>RR adjusted for age only</td>
<td>RR adjusted for age and all other variables</td>
</tr>
<tr>
<td>Federal government</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor†</td>
<td>13667</td>
<td>23.85</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Conservative</td>
<td>19314</td>
<td>25.76</td>
<td>1.08***</td>
<td>1.07**</td>
</tr>
<tr>
<td>% Annual change in GDP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minus 10%</td>
<td>529</td>
<td>14.27</td>
<td>1.44***</td>
<td>1.50***</td>
</tr>
<tr>
<td>Minus 5–9%</td>
<td>594</td>
<td>11.10</td>
<td>1.12*</td>
<td>1.13</td>
</tr>
<tr>
<td>Minus 4% to plus 4%†</td>
<td></td>
<td>5118</td>
<td>9.91</td>
<td>1.00</td>
</tr>
<tr>
<td>Plus 5–6%</td>
<td>10244</td>
<td>10.60</td>
<td>1.07</td>
<td>1.03</td>
</tr>
<tr>
<td>Plus 10%</td>
<td>12568</td>
<td>9.91</td>
<td>0.96</td>
<td>1.00</td>
</tr>
<tr>
<td>Drought</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No drought†</td>
<td>20639</td>
<td>24.17</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Drought</td>
<td>12342</td>
<td>24.17</td>
<td>1.07**</td>
<td>1.07**</td>
</tr>
<tr>
<td>First world war</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No war†</td>
<td>32107</td>
<td>24.45</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>War</td>
<td>874</td>
<td>26.41</td>
<td>1.07</td>
<td>1.07</td>
</tr>
<tr>
<td>Second world war</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No war†</td>
<td>31827</td>
<td>24.80</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>War</td>
<td>1154</td>
<td>17.61</td>
<td>0.71***</td>
<td>0.70***</td>
</tr>
<tr>
<td>Sedative epidemic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No sedatives†</td>
<td>29720</td>
<td>24.17</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Sedatives</td>
<td>3261</td>
<td>28.04</td>
<td>1.16***</td>
<td>1.08†</td>
</tr>
</tbody>
</table>

*p<0.05, **p<0.01, ***p<0.001. †Referent group.

RR = Relative Risk.

Table 2 Influence of type of State government and other factors on suicide in NSW (1901–1998)

<table>
<thead>
<tr>
<th></th>
<th>Men</th>
<th></th>
<th>Women</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of suicides</td>
<td>Rate/100000 adjusted for age only</td>
<td>RR adjusted for age only</td>
<td>RR adjusted for age and all other variables</td>
</tr>
<tr>
<td>State government</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor†</td>
<td>18383</td>
<td>23.89</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Conservative</td>
<td>14598</td>
<td>26.51</td>
<td>1.11***</td>
<td>1.09***</td>
</tr>
<tr>
<td>% Annual change in GDP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minus 10%</td>
<td>529</td>
<td>13.47</td>
<td>1.44***</td>
<td>1.36**</td>
</tr>
<tr>
<td>Minus 5–9%</td>
<td>594</td>
<td>10.90</td>
<td>1.12*</td>
<td>1.19</td>
</tr>
<tr>
<td>Minus 4% to plus 4%†</td>
<td></td>
<td>5118</td>
<td>9.91</td>
<td>1.00</td>
</tr>
<tr>
<td>Plus 5–9%</td>
<td>10344</td>
<td>10.40</td>
<td>1.07</td>
<td>1.05</td>
</tr>
<tr>
<td>Plus 10%</td>
<td>12568</td>
<td>9.61</td>
<td>0.97</td>
<td>1.00</td>
</tr>
<tr>
<td>Drought</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No drought†</td>
<td>20639</td>
<td>24.17</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Drought</td>
<td>12342</td>
<td>24.17</td>
<td>1.07**</td>
<td>1.07**</td>
</tr>
<tr>
<td>First world war</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No war†</td>
<td>32107</td>
<td>24.45</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>War</td>
<td>874</td>
<td>26.41</td>
<td>1.08</td>
<td>1.08</td>
</tr>
<tr>
<td>Second world war</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No war†</td>
<td>31827</td>
<td>24.80</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>War</td>
<td>1154</td>
<td>18.35</td>
<td>0.71***</td>
<td>0.74***</td>
</tr>
<tr>
<td>Sedative epidemic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No sedatives†</td>
<td>29720</td>
<td>24.17</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Sedatives</td>
<td>3261</td>
<td>27.31</td>
<td>1.16***</td>
<td>1.08†</td>
</tr>
</tbody>
</table>

*p<0.05, **p<0.01, ***p<0.001. †Referent group.

RR = Relative Risk.
conservative governments with higher rates of suicide differed by age. These analyses revealed the increased relative risk estimates of suicide associated with conservative governments to occur in both middle and older age groups, men and women, while the association was lower and not statistically significant in the younger age group.

The positive association between drought occurrence and suicide remained significant for both men and women after conducting interrupted time series analysis. Results of time series analysis also indicated an association with the major decrease in male suicide during the second world war period, and the increase in female suicide during the 1960s attributable to sedative availability, with the respective suicide risk estimates being in the appropriate direction (that is, negative for the second world war decrease in male suicide, and positive for the increase in women during the sedative epidemic). However, these latter estimates were not statistically significant. Interrupted time series analysis indicated a positive relation between suicide and conservative government combinations, but this was not statistically significant.

**DISCUSSION**

The results of Poisson regression modelling of suicide in NSW controlled for the effects of age, annual changes in GDP, world war, drought, and sedative availability showed significant positive associations between conservative governments and higher suicide rates for the period 1901–1998. Of particular note are the higher relative risk estimates for NSW women.
during conservative governments, which were highest when both Federal and NSW State governments were conservative. Aside from the sedative epidemic of 1961–1967, very few social or economic factors have hitherto been found to be associated with female suicide variability in Australia. A combination of a conservative Federal government with a Labor State government, and vice versa, also was significantly associated with increased suicide risk in NSW women, but the association was not as great as when both governments were conservative. Consequently a significant increasing monotonic “dose-response” trend was evident from non-conservative Federal and NSW State governments (lowest RR) through conservative Federal and non-conservative NSW State governments (and vice versa), to conservative Federal and NSW State governments.

These findings do not seem to be artefactual given that the models controlled for identified ecological risk factors for suicide. Importantly, a consistent dose-response relation emerged. The models correctly identified known factors associated with suicide rate changes, particularly the artefactual decrease in male suicide during the second world war and the increase in female suicide during the 1960s sedative epidemic. The positive association between suicide risk and conservative governments also remained after analyses excluded the periods where conservative and Labor governments coincided with observed suicide increases and decreases known to be attributable to other factors. The positive association between conservative governments and increased suicide risk was also evident when pre-second world war and post-second world war periods were examined separately, and when age specific analyses were carried out. In short, the trend of increasing suicide risk from Labor to conservative government categories remained after adjusting for identified ecological confounding.

This study investigates the association between suicide in NSW and Federal and NSW State political regimes over an extended period in terms of their broad ideological underpinnings. Previous investigations of suicidal behaviour and politics have focused on the possible association with general elections in the United States and United Kingdom, and also the association of a single significant sociopolitical event with suicide. Masterton and Platt investigated parasuicide over a 20 year period in Scotland in relation to general election results, and found increased incidence of parasuicide in the period after Conservative electoral victories but not Labour electoral victories. No association between suicide and presidential elections in the United States has been found. Of more relevance to the current findings are a series of studies investigating suicide in the former Soviet Union. Changes to the political regime during the period of perestroika between 1984–1990 saw significant decreases in the suicide rate (32% and 18% for men and women respectively). These decreases have been attributed in part to democratic political reforms coupled with a sense of optimism and hope of improved living conditions, but also coincided with a strict anti-alcohol policy. Since then, when illusions in the “magic of perestroika” were destroyed, suicide rates in the former Soviet Union and Eastern Europe increased again and remain the highest in the world.

The results of this study suggest that government programmes or perceived prospects under particular governments may be influential to some extent despite broader economic and historical trends that may also be associated with population suicide rates. For example, decreases in GDP are associated with increased male suicide, but increases in GDP were not as strongly associated with commensurate decreases in male suicide. The effect of the political variables may indicate the more subtle influences of political programmes on wider socioeconomic trends, but could also be bound up in the inherent autoregressive process of what is a relatively long time series of suicide rates. Interrupted time series analysis revealed that the effect of government type was positively associated with suicide in men and women, but this was statistically non-significant. However, while the positive association between suicide and the 1960s sedative epidemic was found to be significant in time series analysis of female suicide by poisoning only, the negative association between suicide and the large artefactual decrease during the second world war in male suicide was found to be non-significant despite the association being in the hypothesised direction. Both these large effects have been documented as robust, the problem may lie in correctly specifying the onset of the intervention as it actually occurred when conducting time series analysis. While the second world war can be clearly delineated as a “step function” intervention, its actual operation on suicide rates was more gradual in that increasing and then decreasing proportions of the male population were drafted into the armed forces during the course of the second world war. While this example illustrates the inherent difficulty in correctly specifying a hypothesised mechanism of intervention (and hence its “shape”), this is simple compared with characterising the mechanics of an “intervention” due to a political regime. The introduction of different major social programmes would need to be assessed in their impact on some population characteristic and correlated with annual suicide data. While such characterisation is beyond the scope of this paper, it would be of interest to examine the correlation of a well characterised social programme intervention with suicide rates.

The positive association between drought occurrence and suicide may be more a reflection of the impact of the announcement of drought itself, and can perhaps more appropriately be conceptualised as a step function. Other climatological variables such as seasonality, precipitation and temperature, potential confounders not included in this study, may also reveal more subtle interactions between secular trends in these variables and suicide rates. However, seasonal variation in suicide occurs within a year, while suicide data over long periods are available only on an annual basis, precluding seasonal analysis.

The relation between suicide rates and political regime is reported here because of the agreement in the magnitude and direction of effects in both Poisson regression and time series analysis despite this not attaining statistical significance in time series analysis when regime was specified as a simple step function. That is, there seems to be evidence of an effect on suicide rates attributable to political regime in NSW and Australia but sufficiently characterising the form of the intervention for more rigorous analysis is not yet possible.

In Australia the ideological distinction between conservative and Labor politics historically has not been extensive and has decreased over the past two decades. Yet the differences in programme formulation and implementation in practice nevertheless may make a difference to people’s perceived prospects. Conservative ideology traditionally is less interventionist and more market orientated than that of a social democratic ideology. From a Durkheimian perspective, increased anomic (decreased connectedness or inclusiveness), is
thereby more strongly associated with conservative ideology. Such ideological differences may be reflected in social programmes implemented, with Labor governments traditionally implementing more regulatory programmes pertaining to, for example, employment, health, and education. This was made easier in the second half of the century by constitutional changes made under the Chifley government, which enabled greater Federal intervention in areas such as social services. Conservative government programmes reflect more a willingness to subsidise existing private sector services (for example, health, education, employment) than extend the responsibilities of the state. Revived, particularly in the post-second world war era, has been the “rhetoric of individualism (the Victorian virtues of self help and thrift, to which might well be added the other three, abstinence, piety and respectability)”.

Given the ecological nature of this study, other intermediary variables not included such as individual (for example, mental illness) and interpersonal (for example, degree of isolation) factors, may further explain the relation between suicide rates and political regimes. However, population prevalences of intermediary variables between broad social indicators and the individual decision to commit suicide generally are not known, and certainly not known over any significant time span. Where such individual data are available multilevel statistical models that adjust for the “random” and “fixed” effects of individual or interpersonal factors are the most appropriate method (factors such as age and individual SES nested within broader social determinants such as area based SES). This study included only age and sex as “individual” level variables, with suicide and population data aggregated to five year age groups included in separate models by sex largely to adjust for differential age effects over time. Cross level (ecological) bias can arise as a consequence of effect modification or covariate misspecification, particularly in mixed models that infer individual level characteristics from group level characteristics and vice versa. However, the current analyses are “unmixed” in nature and are interpreted in the context of population level characteristics. Although there may have been characteristics of periods associated with political tenure that are determinants of suicide not adjusted for in the model (unmeasured confounders), the replication of results at Federal and State levels, and the dose-response demonstrated, suggest a true association of suicide with political tenure.

At an individual level, personal factors will overwhelmingly influence an individual decision to commit suicide. Personal factors such as a history of mental illness, previous suicide attempts, feelings of hopelessness and aggression, and familial and/or marital discord have all been shown to be significantly associated with a higher risk of suicide or attempted suicide. Such factors will contribute to the likelihood of a suicide, but the context for these individual influences and risk factors cannot be ignored either. If social factors can interact with and mediate biological and cognitive substrates of individual behaviour, then they can act independently as determinants of health and wellbeing. Under favourable social and economic conditions an individual with risk factors for suicide is less likely to decide to commit suicide than under conditions where life prospects are bleak or uncertain. This is because an individual suicide is the result of a decision to do so, which in turn is the outcome of a cognitive process, as impaired as it might be, in which life’s prospects are a major part of the decision equation. If life is not worth living it is because there is nothing to live for. This situation is also supported by studies of attempted suicide in which depression on its own has been found to be a poor predictor of suicide, as has hopelessness, but depression and hopelessness together were found to be significantly predictive of suicidal behaviour. That is, if hopelessness is a necessary but not sufficient condition for suicide, then regimes that offer less hope to the bulk of the population will also increase the probability of suicide in groups that have pre-existing or newly acquired risk factors for suicide.
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May I join the debate between Drs Ness and Segall on the above subject? The suspicion that excessive milk consumption was associated with increased coronary mortality arose in the 1950s when it was customary to treat peptic ulcer with large quantities of milk. The practice was discontinued when it was found that many of the so treated patients died of coronary heart disease. Extensive investigations at the time in American and British hospitals seem to have confirmed the suspicion.

Naturally, it would be interesting to see whether in the long run the consumption of non-excessive quantities of milk was also connected with heart disease. One method of finding out, as Ness and colleague have done, is to recruit a number of volunteers, establish their milk consumption and wait 20 years to see whether the high consumer fared worse than the low consumers.

Apart from the long wait a disadvantage is that a significant part of milk consumption is hidden in milk products, like chocolate, ice cream, etc., tends to be discounted and make the results unreliable.

An alternative method is to take advantage of the fact that developed countries have published both mortality and food consumption statistics for the best part of the century. It is, therefore, possible to correlate coronary mortality in various countries with their very different average milk consumption.

I carried out several such studies in the 1980s, invariably showing a strong correlation between them.

Statistical studies also produce evidence regarding the critical constituent of milk. There is no connection between fermented milk products, like cheese, and coronary disease. When milk is fermented, milk sugar, lactose, is converted to lactic acid, strongly in favour of Dr Segall’s discovery of the crucial importance of lactose.

Who(m) do you live with?
Tick all boxes that apply now

- Children
- Husband
- Partner
- Your parent(s)
- His parent(s)
- Other relatives, friends
- Others
- None of these

What is your current marital status?
Tick all that apply now

- Married
- Remarried
- Partnered
- Separated
- Divorced
- Widowed
- None of these

What was your previous marital status?
Tick all that used to apply, but not now

- Married
- Partnered (not husband)
- Divorced
- Widowed
- None of these

Figure 1

Author’s reply

We are very glad that our paper has stimulated interest in this topic. The point of our paper was that we found current questions on marital/partnership status to be misunderstood and unacceptable to many women; the three versions presented in the paper were intended to illustrate the difficulties we encountered in seeking a solution. Developing questions that are reliable, concise, and valid in lay terms is not an easy task, and our experience underlines the importance of testing new questions for their comprehensibility and acceptability.

G Barrett
Health Promotion Research Unit, Department of Public Health and Policy, London School of Hygiene and Tropical Medicine, Keppel Street, London WC1E 7HT, UK; geraldine.barrett@lshm.ac.uk

BOOK REVIEWS

On fairness and efficiency. The privatisation of the public income over the past millennium


Starting out from the economic hypothesis advanced by Henry George in the 1880s—that is, the distorted balance between land, capital and labour, or rent, benefit and wages, this
book seeks to explain all the contradictory features of the welfare capitalism period. The author places himself within a long tradition of “political medicine” that contributes to our understanding of society from the rationality of health. The issue tackled is: How does our discourse affect human lives in terms of quality and duration of life? If epidemiology is able to provide definite knowledge about the second half of this question, as it does in the first part of this book, a great deal of scholarship and the predilection for history and sharp sociological insight shown by this author are required to continue explaining the “context” through the analysis of social history of Britain in the second and last part of the book. Miller’s thorough examination of the British welfare state includes an evaluation of inequalities in death and morbidity and of the effects of unemployment on citizens’ health, as well as an analysis of welfare measures (such as education, healthcare schemes, social insurance, and housing). The overall conclusion is that welfare politics have historically been unable to reduce the gap of health inequality. It is not the general aims of welfare state that are discussed, but their extreme inadequacy. The author claims that George’s theories (which favour a “single tax” economic foundation for the State) have not been intellectually defeated but are repressed solely by political will in a political landscape dominated by the “lords of the rent”, who are primarily “lords of the land”. If, at the outset of the 21st century, we are rightly entitled to regard any single cause social theory with suspicion, the hard epidemiological facts stand as testimony for the prosecution of the “universality” or “legacy” imposed by social inequities. Certainly, Miller’s proposition that the offer of “help in lieu of entitlement” lies at the heart of the inadequacy of welfare politics is worthy of serious further consideration.

E Rodríguez Ocaña
Department of History of Medicine, University of Granada, Spain

Making sense of data

This is a book for learning epidemiology. It is oriented to understand what data tell us (and what data do not tell us). It seems that the authors’ intentions are directed to change the way of thinking, in order to adequately comprehend scientific approaches to public health issues and to develop a critical mind. This is especially important in the first steps taken in this field because basic concepts are easy but minds are not naturally qualified for appraising certain types of (abstract) problems. But for this training a personal effort is unavoidable and authors make it explicit by emphasising that it is a workbook. But the investment is worthwhile.

The book is structured in sections containing short exercises, comments on previous questions, and explanatory text. Each section ends with a self test. The seven sections are adequately ordered (this is not trivial) and cover all the relevant issues of most textbooks of epidemiology. The book goes beyond the introductory level; it includes stratification and concepts on the interpretation of multivariate methods most commonly used in epidemiological studies, like logistic regression and proportional hazards models. One section deals with meta-analysis and the last one covers important and complex aspects related to what to do with the findings of epidemiological studies, with published data, information from the media, etc, before a decision is to be made.

Making sense of data is an excellent book. It is perfect for those determined to learn epidemiology and also for those determined to teach epidemiology and are comfortable with the proposed orientation. I would like to underline the authors’ suggestion that working in collaboration with others will be helpful in some cases. Although it is not practical as a textbook (authors recognise this) because of its structure, there is no doubt that thoughtful, sound concepts and methods are in there.

J Damián
National Centre for Epidemiology and National School of Public Health, Instituto de Salud Carlos III, Madrid

Computer programs for epidemiologists. PEPI v. 4.0

The book is the manual of PEPI version 4.0, a collection of programs that includes a variety of programs for use in statistical analysis and planning of epidemiological studies, covering sample size estimation, contingency tables, standardisation, logistic regression, survival analysis—although no Cox regression—,
smoothing of curves, and much more. Each program offers a number of options and outputs (the authors claim that “The programs may offer more options than you need, and most will display more results that you need”); this enlarges the range of possible users. The manual is clearly written and provides the main uses of each program as well as some mathematical details.

Logistic regression programs read data files. All the other programs work on elaborated data (for example: rates or number of observations in each cell of a table); therefore, primary data must be tabulated or counted using other statistical software before using PEPI, and then elaborated data must be entered at the keyboard.

Users of statistical packages (such as Stata, SPSS, or SAS) can find PEPI rather tedious because of this two phase procedure (tabulation in another program, analysis in PEPI). Furthermore, many programs in PEPI require reinitialisation each time you want to introduce new data. Nevertheless, my initial scepticism was modified after using it: when I needed to estimate the sample size for a matched case-control study, I could compare several packages and found that PEPI provides an output richer than others do. This feature is common to other programs in PEPI; they cover a variety of epidemiological tests wider than general purpose statistical packages.

Epidemiologists can use PEPI with two main purposes when analysing data: as an alternative to statistical programs that are more expensive, or as a complementary toolbox when other programs are available. Teaching and learning purposes are also possible.

J Llorca
Division of Preventive Medicine and Public Health, University of Cantabria School of Medicine, Santander, Spain

CORRECTION
An editorial error occurred in the paper by Dr A Page and colleagues (2002;56:766–72). Both the male and female suicide rates in each category of the Gross Domestic Product variable (tables 1, 2, and 3) are not correct. The correct male and female suicide rates by GDP change category are shown in the accompanying data. These minor numerical translocations do not affect the analysis, results, or conclusions in any way.

Corrected data for GDP variable

<table>
<thead>
<tr>
<th>% Annual change in GDP</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minus 10%</td>
<td>34.47</td>
<td>7.32</td>
</tr>
<tr>
<td>Minus 5–9%</td>
<td>26.81</td>
<td>6.74</td>
</tr>
<tr>
<td>Minus 4% to plus 4%</td>
<td>23.94</td>
<td>7.25</td>
</tr>
<tr>
<td>Plus 5–9%</td>
<td>25.62</td>
<td>8.48</td>
</tr>
<tr>
<td>Plus 10%</td>
<td>23.94</td>
<td>8.77</td>
</tr>
</tbody>
</table>