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Abstract

Objective—To investigate the sampling distribution and usefulness of expectation of life in comparisons of mortality at health district level or below.

Design—Derivation of a formula for the variance of the expectation of life, confirmation of the result and generation of the sampling distribution by Monte Carlo simulation; comparison of expectation of life with standardised mortality ratio (SMR) and other summary indices of mortality.

Setting—A health district in Trent Region, England.

Subjects—Routinely available mortality statistics at electoral ward level and above.

Main results—Given reasonable and simple assumptions the sampling distribution of the expectation of life is approximately normal. Expectation of life shows a high negative correlation with SMR even if the oldest age band for the SMR is open ended.

Conclusions—Where sampling error is an issue, inference concerning differences in mortality rates between populations can be based on expectation of life, which is better for illustrative purposes than SMR. The formula for the variance of the expectation of life is more complex however. If the final age band is open ended, its lower bound should be as high as possible to avoid misleading results caused by hidden differences in age structure.

Health authorities make extensive use of mortality data, for example in monitoring the health of their local populations over time; drawing comparisons with other health authorities; and exploring variations in health within their local populations.

In England, recent policy guidance from central government to health authorities has particularly emphasised the need to reduce local inequalities in health. These first need to be identified.

In view of the shortage, at local level, of alternative, routinely available measures of population health that can be used for this task, health authorities need to make best use of the mortality data available to them. The availability of postcode of residence of the deceased means that deaths data can be flexibly aggregated to describe the mortality experience of areas as small as electoral wards (which typically have populations of around 5000). Appropriate measures of comparative mortality are required for this work.

Generally, for interpretation of comparative mortality, allowances will need to be made for any differences in age structure between the populations of interest—death rates are generally higher in “older” populations. Thus, commonly used measures include the standardised mortality ratio (SMR), comparative mortality figure (CMF) and directly or indirectly age standardised rates (ASRs), all of which ensure that influences of age differences are removed or reduced. However, such measures are not always easily understood by lay people or even by health authority staff.

Life expectancy is an alternative summary measure of the mortality experience of a population. Health authorities currently need to generate both professional and lay commitment to reducing inequalities in health. It seems probable that comparative life expectancy, being an apparently more intuitive and immediate measure of the mortality experience of a population, is likely to have greater impact in this respect than other measures that are incomprehensible to most people. Moreover a key aim of the UK Government’s strategy for health (set out in the white paper “Saving Lives: Our Healthier Nation”) is to increase the length of people’s lives. Thus, life expectancy is, or appears to be, a particularly direct and appropriate measure of progress.

The aims of this paper were to:

- briefly summarise the method of computation of life expectancy,
- examine the strengths and weakness of the measure compared with a number of alternatives for summarising mortality
- derive a formula to estimate the variance of the expectation of life in a demographic life table
- investigate the shape of the sampling distribution of the expectation of life
- assess the applicability of expectation of life to small area comparisons.

EXPECTATION OF LIFE: AN ALTERNATIVE FOR SUMMARISING ALL CAUSES MORTALITY

Length of life was used by William Farr to measure the health of populations over 150 years ago (beginning with the Registrar General’s 5th annual report) and to make international comparisons, arguing that the life table was the only correct measure of average length of life, which the early Victorians accepted as a measure of health and vitality.
Likewise expectation of life from any age can be found, for example, the shaded area divided by the number originally alive. The expectation of life from birth is the area under the life table plot from birth divided by the number alive at a given age. Often for presentation the values in the life table are multiplied by a convenient large number, for example, 100 000 so that \( L_x \) represents numbers of persons rather than a proportion—but this does not affect the algebra.

The expectation of life from birth is given by the area under the life table plot from birth divided by the number originally alive. Likewise expectation of life from any age can be found. Thus in figure 1 the shaded area divided by 0.91 gives the expectation of life from age 60. This is dimensionally correct—the y axis has the dimension of persons, and the x axis has dimension of years so the area under the curve has dimension person years, and when divided by the number alive at a given age the dimension is years. For computational purposes, the area can be estimated by the trapezium rule. While such calculations are tedious by hand, they are easily set up with the aid of a spreadsheet.

Standard textbooks ignore the issue of sampling variation in demographic life tables, although formulas are available for clinical life tables. However, these assume all subjects have been followed up until death. When this is not the case, there are a number of solutions ranging from taking the estimated proportion of survivors after the longest complete survival time to be zero, (giving a negatively biased estimate), to carrying forward the last observed proportion of survivors. Another suggestion is that the “tail” of the survival curve should be completed by an exponential curve picked to give the same value as the proportion of survivors at the last completed survival time.

This last proposal is superficially related to our approach, but is differently motivated and applied, as will become clear. In fact, none of these suggestions really apply to demographic life tables, where not only the hazard rate is known for the final age band, but it is also known that all people will die within a few years. Another possibility is to model the whole life table but this is unlikely to appeal or be available to the average public health physician.

Obviously sampling variation is not an important issue when national or even regional life tables are constructed. However, to make valid inferences it is clearly important to allow for year to year random variations in the number of events that are observed when comparing mortality at local level, for example, for electoral wards within a health district. Moreover attempts to increase precision by aggregating data over a number of years will degrade the extent to which the data reflect current conditions. Similar issues of sampling variation apply to other summary measures of mortality, such as age standardised rates.

An estimate of the standard error could also be used to indicate how many years worth of data would need to be aggregated to achieve a desired level of precision, and could perhaps be used in statistical analysis. Standard errors for the CMF and the SMR are easily available in

Figure 1  Principle of estimation of expectation of life from age x. Life expectancy from birth is the area under the life table plot from birth divided by the number originally alive. Likewise expectation of life from any age can be found, for example, the shaded area divided by 0.91 gives the expectation of life from age 60.
standard textbooks, but this is not so for the
expectation of life based on demographic life
tables.
In addition, the effects of cause specific mor-
tality can be compared using life table
methods, which take into account competing
risks (unlike comparisons of cumulative rates,
which are essentially a form of directly age
standardised rate). However, the issues of the
shape of the sampling distribution and the
effect of closed upper age band would remain.

Methods
An analytical formula was derived for the vari-
ance of the expectation of life from birth, based
on simple assumptions and applying the delta
method (see appendix 1).
In addition a BASIC program was written
(based on the same assumptions) to generate
the sampling distribution by a Monte Carlo
method (see appendix 2), which provided a
check on the result of the formula and
indicated the shape of the distribution.
The methods were applied to a fictitious test
dataset based on England and Wales scaled to
a population of about 256 000 representing a
compromise between a borough council (local
government area) population of 100 000 and a
typical health district sized population of
perhaps 500 000. The validity of the assump-
tion of exponential survival in the oldest age
group was checked by comparison of national
datasets based on England and Wales scaled to
population of interest relative to the number to
expected. This compares the observed deaths in an index
population of interest relative to the number to
be expected in the index population if age speci-
cific deaths rates in the standard (reference)
population applied. It is usually expressed as a
percentage.

A possible ad hoc correction for age bands
with such “random zeroes” is to impute a small
positive value. We tried two alternatives: firstly
0.693 (being the value for the Poisson rate for
which the chance of observing 0 events is a
half) and secondly a value of 3 (being the upper
95% confidence limit for the frequency of
events when none are actually observed). These
corrections increased the simulation-based
standard error to 0.785 and 0.934
respectively, compared with formula-based
values 0.759 and 0.928. Again the approxima-
tion to normality was excellent.

ALTERNATIVE MEASURES
1 SMR
This compares the observed deaths in an index
population if age specific deaths rates in the
standard (reference) population applied. It is usually expressed as a
percentage.

2 Comparative mortality figure
This compares the deaths to be expected in the
standard population if age specific deaths rates
in the index population applied, relative to the
number observed in the standard population.
Both the SMR and the CMF can be shown
to be weighted averages of the relative rates in
each age band (that is, each age band’s
mortality rate in the index divided by that in
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been defined, with correspondingly different standard populations have a fairly straightforward lay interpretation unless one is presented with age structures of the index populations are not the same (which affects the weights used to average the relative rates).

Being forms of relative rate, both indices have a fairly straightforward lay interpretation on the lines of: “in the North West, the risk of death from cervical cancer is 20% greater than the average for England and Wales”

However, both CMF and SMR also require choice of a suitable standard population. For international comparisons “African”, “World” and “European” standard populations have been defined, with correspondingly different age structures.

3 Age standardised rates

It can easily be shown that:

\[ \text{Indirectly age standardised rate} = \text{crude rate in standard population} \times \text{SMR} \]

and

\[ \text{Directly age standardised rate} = \text{crude rate in standard population} \times \text{CMF} \]

Which intuitively is the case because of their interpretation as a relative rate.

In addition to the need for an appropriate standard population, age standardised rates— with one exception (below)—lack an easy lay interpretation unless one is presented with comparison figures. For example there is little information in the statement that “in 1989 the directly standardised incidence rate for colonic cancer in men in Trent Region was 17.6 per 100 000” unless accompanied by the corresponding figure of 18.9 per 100 000 for England and Wales.

An alternative form of direct standardisation, which does not require an arbitrary external standard population and that does have an easy lay interpretation is the cumulative rate.

4 Cumulative rate

This is the sum of the mortality rate in each age band times each age band’s width, the sum typically being taken up to and including age 74, but it can be extended to any defined upper age limit.

For rates less than 10% per year the cumulative rate is a good approximation to the lifetime risk of developing (or dying from) the disease in question—were other causes of death avoided. For higher rates it is easy to convert the cumulative rate to a cumulative risk, using the formula:

\[ \text{cumulative risk} = 1 - \exp(-\text{cumulative rate}) \]

The main disadvantage is that it requires an arbitrary upper age cut off, and that it is most applicable to comparisons of cause specific rates, rather than all causes mortality.

Discussion

In epidemiology the most common parametric procedures are based on an assumption of approximate normality, whether this is in the construction of approximate confidence limits on a cumulative rate for example, or in the comparison of two SMRs. When necessary the approximation can be improved by an appropriate transformation (such as the square root transformation for Poisson variates). Furthermore even the common use of the \( \chi^2 \) test, as in the comparison of several proportions, requires an underlying assumption of at least approximate normality because the \( \chi^2 \) distribution is itself the sum of independent squared normal deviates.

We obtained the sampling distribution of the expectation of life by simulation and have shown that this is in fact approximately normal, but that the formula for its standard error is too complex for easy “hand calculation” (although it is easy to set up on a spreadsheet). We have also shown that age bands with zero events do reduce the standard error slightly, but without affecting the approximate normality of the expectation of life. Application of corrections to age bands with zero deaths increased the discrepancy between simulated and formula-based standard errors.

The possibility of zero events in some age bands will also occur with other methods for comparing mortality rates. So called computer intensive procedures (of which Monte Carlo simulation is an example) are valuable here when it is not easy to assess analytically the exact effect of such zeroes, or of substituting a small constant. However, such procedures do require investment in extra programming, which may not be justifiable on a routine basis.

An additional problem, common to both standardisation procedures and expectation of life, is that the last age band, typically 85+, is left “open-ended”. As such open-ended age bands can have very different age structures in different populations and can misleadingly imply similarity of risks (table 1) it is advisable for standardisation to adopt a fixed upper age limit—as with the cumulative rate—for example 95 years beyond which the proportion of the population is negligible. If an open-ended age band is preferred, its lower limit should still be as great as possible in order to reduce heterogeneity in the age structure. This heterogeneity is at least partly responsible for lack of fit of the exponential distribution
because even if each age group’s survival is exponential, a mixture of different exponentials is not itself exponential.

For expectation of life similar strictures apply. The assumption of a closed upper age limit gives a slightly smaller “crude” expectation of life from age 85 based on an exponential assumption in population A. However this apparent similarity is misleading and results from the different age structures in the 85+ age band, as shown by the percentage of the 85+ age band who are over 90 years old. In fact, within the 85+ age band the age specific rate ratios are not constant, and when this age band is subdivided the expectation of life from age 85 is actually greater in population A (1.70 years v 1.37 years). Likewise a CMF or SMR based on a single 85+ age band will differ from ones which subdivide the age band.

Table 1 How open-ended age bands can mislead

<table>
<thead>
<tr>
<th>Population</th>
<th>85–89 years mortality rate/y</th>
<th>90+ years mortality rate/y</th>
<th>85+ crude mortality rate/y</th>
<th>% 85+ age band over 90</th>
<th>“Crude” life expectancy years</th>
<th>“Actual” life expectancy years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population A</td>
<td>0.58</td>
<td>0.74</td>
<td>0.615</td>
<td>22%</td>
<td>1.63</td>
<td>1.70</td>
</tr>
<tr>
<td>Population B</td>
<td>0.48</td>
<td>0.89</td>
<td>0.607</td>
<td>31%</td>
<td>1.65</td>
<td>1.37</td>
</tr>
<tr>
<td>Rate ratio</td>
<td>1.20</td>
<td>0.83</td>
<td>1.008</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Populations A and B have similar crude mortality rates in the 85+ age band, with slightly smaller “crude” expectation of life from age 85 based on an exponential assumption in population A. However this apparent similarity is misleading and results from the different age structures in the 85+ age band, as shown by the percentage of the 85+ age band who are over 90 years old. In fact, within the 85+ age band the age specific rate ratios are not constant, and when this age band is subdivided the expectation of life from age 85 is actually greater in population A (1.70 years v 1.37 years). Likewise a CMF or SMR based on a single 85+ age band will differ from ones which subdivide the age band.

Recommendations

1. Expectation of life may be used for statistical comparisons based on standard tests, although the formula for its standard error is more complex than those for directly age standardised rates, cumulative rates and SMRs.
2. Life expectancy is advantageous for illustrative purposes—especially for lay audiences.
3. Directly age standardised rates or cumulative rates are preferable to SMRs and indirectly standardised rates for statistical comparisons, because of their consistency property.
4. Avoid unbounded upper age bands even for directly age standardised rates—or at least ensure the population in the oldest age band—if unbounded above—is so small it will only distort comparisons to a negligible extent.
5. Restricting comparisons to ages 75 and under may have the advantage of reducing biases attributable to the presence of very elderly people in nursing homes.
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Appendix 1

Obtaining a formula for the variance of $e^\alpha$.

Schematic layout of a life table (fig A1):

$E^x = \prod (1 - q_i)$

$E^x = \text{proportion alive at age } x$ ($L_0 = \text{proportion alive at birth} = 1.00$)
$q_i = \text{probability of dying in the } i\text{th age band}$
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Assuming a constant mortality rate in each age band implies that survival through the age band is exponential, so the formula for $L_x$ can be re-expressed as

$$L_x = \exp \left( - \sum_{i=x}^{\infty} w_i m_i \right)$$

$m_i = \text{annual all causes mortality rates (expressed as a decimal) in the age band } i-1 \text{ to } i = r_i / N_i$

$w_i = \text{width of age band } i$

Using the trapezium rule, the expectation of life from birth is:

$$e^x_0 = \frac{1}{2} w_1 (L_0 + L_1) + \frac{1}{2} w_2 (L_1 + L_2) + \frac{1}{2} w_3 (L_2 + L_3) + \ldots + \frac{1}{2} w_n (L_{n-1} + L_n)$$

= \sum_{i=1}^{n} A_i \text{ where } A_i \text{ is the area of the } i^{th} \text{ strip (1)}$$

The width of the $n^{th}$ age band is taken to be twice the mean survival in this age group (assuming exponential survival)—ie 2/m,

Given that the $m_i$ are independent and assuming the number of deaths in each age band is Poisson, we create new independent variables:

$$z_i = \begin{cases} w_i m_i \text{ for } i < n \text{ with } \text{var}(z_i) = \omega_i^2 r_i / N_i^2 \\ 2/m_i \text{ with } \text{var}(z_n) = 4/r_n m_n^2 \end{cases}$$

This is because for the $n^{th}$ age band the width is the random variable (its variance follows by applying the delta rule to 1/mortality rate in the final age band) but for the other age bands (of fixed width) the rate—which determines the probability of surviving the interval—is the random variable.

As:

$$e^x_i = f(x_1 x_2 x_3 \ldots x_n)$$

apply the delta method again to obtain an estimate of variance for $e^x_i$ (noting the independent $z_i$):

$$\text{var}(e^x_i) = \sum_{i=1}^{n} \left( \frac{\partial e^x_i}{\partial z_i} \right)^2 \text{var}(z_i)$$

$$\left( \frac{\partial e^x_i}{\partial z_i} \right) = \begin{cases} -\frac{1}{2} w_i L_i + \sum_{j=i+1}^{n} A_j & \text{for } i < n \\ \frac{1}{2} L_{n-1} & \text{for } i = n \end{cases}$$

Combining (2) to (4) gives the variance. For fixed width final age band the variance terms for all the $z_i$ are $w_i^2 r_i / N_i^2$ with $\sum A_i = 0$ for the $n^{th}$ age band.

### Appendix 2

**Monte Carlo simulation**

Given age specific population size and number of deaths, assume number of deaths in each age band is Poisson.

One simulation consists of the following process:

- For each age band generate a Poisson variate with mean given by the original age specific number of cases
- If the observed number of deaths is large (say 50 or more) then a normal approximation to a Poisson can be used, with rounding to give integer numbers of “deaths”
- Combine these with the age specific populations to calculate a new set of age specific mortality rates
- Calculate the corresponding life table and estimate the area under this curve (= expectation of life from birth)
- Write the estimated expectation of life to a file

Repeat the simulation several thousand times storing each result.

A histogram of the stored results indicates the shape of the sampling distribution of the expectation of life.

If the same number of simulations is performed for two different populations, a listing of the differences between each of the simulated values can be used to give a p value or confidence limits for the difference.
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