Health expectancy: an indicator for change?

Sir - The article by Barendregt et al about the suitability of health expectancy as an indicator for change in population health requires a response. As far as the authors describe the differences between the three available methods of calculation, we consider this publication a nice and useful illustration of the complexity of health expectancy calculations. However, their conclusion that the multistate approach is the only acceptable method of studying change and that Sullivan's cross-sectional method produces incorrect results is based on one extreme and unrealistic example. As a participant of the meetings of the Network on Health Expectancy and the Disability Prevention (REVES), Barendregt can be expected to know that the REVES network has put much effort into debating the differences between the existing calculation methods. A number of papers presented at the first REVES meeting in Montpellier in October 1992 analysed the differences between the multistate and the Sullivan methods and presented more realistic examples. We wonder why Barendregt et al do not explain sufficiently the concept of health expectancy, nor do they mention the different aims researchers might have in calculating this measure. Health expectancy is a general term that refers to the entire class of indicators expressed in terms of life expectancy in a given state of health (however defined). Until now, health expectancy has most frequently been used as a public health indicator - that is, a yardstick for the total state of health of a population at a certain point in time. This population oriented use differs from the use as a predictor of the trend of years of an individual's life to expect to live in good health - the only application Barendregt et al seem to acknowledge.

As a public health indicator, a "Sullivan" health expectancy reflects the healthy years that a hypothetical individual can expect to live when current patterns of prevalence apply during an entire lifetime. Similarly, a multistate health expectancy reflects the hypothetical healthy years that current patterns of incidence apply for a lifetime. Neither assumption - constant prevalence rates or constant incidence rates - is realistic. Here Barendregt et al seem to be biased in favour of the multistate approach. Where the authors comment fully on the weaknesses of prevalence as a cumulative measure of present and past events, they forget to discuss the plausibility of stable incidences (which, by the way, like prevalence data, also reflect past conditions of living). They construct a hypothetical example - based on a sudden and very large change in survival rates, stable incidence rates, and varying prevalence rates - and thus make sure that in this example the multistate method performs well in predicting individual future health, while the Sullivan method fails.

The failure of the Sullivan method in extreme circumstances is already well known from a previous analysis. However, this study also made comparisons of the Sullivan and multistate method with French mortality and disability data under more realistic scenarios, typical of those which are actually likely to occur in populations. The conclusion of this study is that for realistic scenarios with moderate and long term trends in incidence and mortality, the difference between the estimates produced by the two methods is small and that Sullivan's method is acceptable for monitoring trends in health expectancy in populations.

Barendregt et al claim that the Sullivan method, the multistate method "allows for one or more disease states including, when applicable, a 'cured' state" and that it can encompass patients who are cured or have intermittent disease free periods. It is well known, however, that the Sullivan method can also be used to calculate the expectation of years of life in any number of disease or health states, including, if desired, a "cured" state which is distinct from the disease free state. The Sullivan method also takes into account intermittent disease free periods, since these contribute to the measured average prevalence of disease.

Of course, every researcher dreams of perfect longitudinal databases that would not only facilitate the "ideal" status but also of the dynamics underlying the health and disability process. The reality to date, however, is that longitudinal databases are only available in a few countries and for restricted age groups (eludity). So, for years to come, Sullivan's method will be the most common method used worldwide. The consensus of the REVES network is that this method provides a useful indicator as long as its limitations are understood. Of course, it would be preferable if all calculations were made with the multistate method, but this will occur naturally if and when period data estimates become available.

In conclusion, the argument - which has already occupied much time and effort - over which is the "right" measure seems unfruitful. What we really want are databases that are different across time and place in the population health structures and the outlook for individual lives. If we had data to compute time series with both methods, simulations already carried out suggest that the two analyses would not differ greatly and that the Sullivan method is quite adequate to monitor long term trends in population health giving. Having only the first half of the story makers is inappropriate.
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Reply

We are pleased to hear that Van de Water et al consider our article "a nice and useful illustration of the complexity of health expectancy calculations". We agree that the Sullivan method for the calculation of health expectancy provides a useful indicator as long as its limitations are understood. The agreement ends though with the understanding of those limitations and, in particular, the consequences that should be drawn from them.

But first a matter of simple misunderstanding. When we said that the multistate method allows for various disease states, including cure, we were not implying that the Sullivan method does not, only that the double decrement method does not.

We do not understand the distinction Van de Water et al make between the population oriented and individual population health expectancy. As with the life expectancy estimator, it can be used on the population level as an indicator of public health, and be interpreted as the number of years an individual may expect to live in good health. Both uses are valid, and do not require different estimation procedures.

We also fail to see the point Van de Water et al are making about the realism of constant incidence and prevalence rates. We are certainly not claiming that incidence rates (including survival and cure rates) are more likely to be constant than prevalence rates. On the contrary, prevalence, as a stock variable, tends to be more stable. Indeed, we are arguing that it is the relative volatility of flow variables (like incidence and rate), as compared to prevalence, that is the cause of the bias in the Sullivan based trend estimates.

Nor have observed changes in incidence and survival rates been trivial. The effectiveness of thrombolytic treatment is well known (our assumption of a 25% decrease in acute in-hospital deaths from myocardial infarction is conservative, if anything), as is its rapid introduction. Other major causes of disability and mortality have recently seen rapid changes in The Netherlands are stroke (a 30% decline in mortality during the 1980s), accident mortality (down 20%), and hip fracture incidence (up 25%).

The "extreme" circumstances that make the Sullivan method fail thus seem to be far more common than Van de Water et al recognize. Of course, some causes seem to have remained fairly constant, like dementia and arthritis, but in a trend analysis, where you look at differences between levels, the causes which change that matter, not those which remain static. Van de Water et al contend that the problems with the Sullivan method and trend analysis have been well known for a long time.

Socioeconomic factors and injuries

Sir—The conclusions stated in the article by Petridou et al1 seem a little confusing. Their multiple logistic regression-derived odds ratio estimate for paternal schooling is 0.66 (95% CI 0.44, 0.99). It is then concluded that low socioeconomic status (SES), as reflected by paternal education, increases the risk for school related injuries. An odds ratio of less than 1, however, suggests there is a protective effect against school injuries for paternal schooling. Unfortunately, since the authors did not provide sufficient information on how paternal education was defined in this study, their conclusion seems to contradict their data. Is it likely that the authors' data reflect a protective effect against injuries for some degree of paternal schooling, but the reader is left to infer just what this may be.

These results, along with their reported significance for school injuries to children from single parent homes, are contradictory to our case-control study of Ghanaian childhood burns2 and our prospective study of the incidence and determinants of all-cause injury in adolescents in the United States.3 There are other examples of discrepancies in the literature for both SES as an injury risk factor1 and in the reported incidence of injury in developing and developed countries.4 Comparisons of injury data are most often impeded by two factors: a lack of a consistent case or attribute definition and variations in case ascertainment rate. We have been advocating the use of standardised terminology in injury research including demographic descriptors to permit valid comparisons of injury research. With the growing interest in risk factors for injuries in childhood and adolescence, including school injuries, it is important to present concise and thorough information as a guide to researchers so that comparisons can be made across studies.
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BOOK REVIEWS


This is an up to date and wide ranging account of the key issues of the biology of physical activity and health. Its six chapters are presented by different contributors and cover comparative and temporal activity in humans, the concept and methodology issues associated with activity, exercise, health, and fitness (as well as their inter-relationships) and an overview of current and future lifestyles.

Metabolic rates, speeds, and geographical ranges of activity are compared with those of animals. People are neither remarkably active nor remarkably inactive for mammals of our own size. The problems associated with health measurements are discussed. It is argued that value judgements are implicit in the definition of health. The best that can be achieved is to make the value judgements explicit so that those with other value systems can interpret the data. An account is given of both the Allied Dunbar fitness survey and the Welsh heart health survey. Studying childhood activity shows that the percentage of body fat in the early teenage period seems to be the most important coronary disease indicator in predicting risk levels. This indicates a need for increased activity and weight reduction. Reduction from full time employment can potentially result in a reduction in activity resulting in a vicious circle of declining function and further reduction in activity. In general, it seems that older people are not very active and become less so prematurely. It is confirmed that exercise seems to play an important role in the prevention of weight gain.