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The epidemiological literature contains an ongoing and diversified discussion of the Hill criteria. This article offers a philosophical analysis of the criteria, showing that the criteria are related to two different views of causality. The authors argue that the criteria of strength, specificity, consistency, experiment, and biological gradient are related to a probabilistic regularity view of causality, whereas the criteria of coherence, plausibility, and analogy are related to a generative view of causality. The criterion of temporality is not related to either view, but may in contrast be central in inferring direction from cause to effect. The authors illuminate the aim and limitations of the various criteria that need to be included when discussing them.

In the epidemiological literature, the Hill criteria have been widely accepted as guidelines for drawing causal inferences, but at the same time they have been quite controversial. Hill himself explicitly denied that the guidelines should be termed criteria, but rather viewpoints. Likewise advocates of the Hill criteria state that although they are not rigid criteria that must all be fulfilled, they still give positive support to inferences about causality. We follow this convention by terming the nine guidelines as criteria in this paper. Critics argue that the criteria are obscurely described and partly overlapping or that none of the criteria (except temporality) apply in all circumstances. By the same token, it has been argued that they should not be seen as rules, but rather as values that can be interpreted and weighed differently by different scientists. The arguments advanced by both critics and proponents of the criteria are primarily based on examples and counter-examples. An important exception is the discussion in the 1970s–1980s of the merits of criteria in general evaluating causality between epidemiologists supporting Popper’s falsificationist model of science who reject criteria as purely rules of induction on the one side against the more pragmatic inductive approach suggesting criteria to evaluate causes in epidemiology.

In contrast with the example driven arguments and the philosophical discussions of the merit of criteria in general, the aim of this article is to carry out a theoretical philosophical analysis of the Hill criteria based on two philosophical accounts of causation, a probabilistic elaboration of the regularity view of causation and the generative view of causation. We shall argue that different Hill criteria are not related to the same view of causality, which may be a reason for the prolonged discussion of the Hill criteria.

THE REGULARITY VIEW OF CAUSALITY

On the regularity view of causality formulated by Hume, “a cause [is defined] to be an object followed by another, and where all the objects, similar to the first, are followed by objects similar to the second.” In the medical sciences, this view of causality is obviously too simple and Mackie’s more subtle version of the regularity view seems more suitable.

On Mackie’s account, a causal complex may be seen as a conjunction of factors that only jointly are sufficient for bringing about the effect. There may be several different causal complexes that are all sufficient for bringing about the effect; hence, none of them are necessary. A factor in such a causal complex is an insufficient but necessary condition in an unnecessary but sufficient causal complex, also called an INUS condition. This model has independently been applied to epidemiology as the component-cause model and in accordance with standard epidemiological terminology we shall refer to INUS conditions as causal factors.

The full cause is the conjunction of all possible causal complexes for the effect in question. Furthermore, causal statements are made against a background of assumptions, which Mackie terms the causal field. The complex picture of both the full cause seen as a disjunction of several, individually sufficient causal complexes and the causal field as a necessary background for any analysis of causality can be described by the condition that F and (A and X or Y) is a necessary and sufficient condition for bringing about the effect, where F is the conjunction of assumptions included in the causal field, A is a known individual factor, and X and Y are conjunctions of factors that may be partially or fully unknown.

Mackie’s analysis still shows a deterministic view of causality based on sufficienty: whenever all causal factors in a given causal complex are present, the effect will come about. To separate the idea of causality from determinism, philosophers such as Suppes have suggested defining a cause as a condition that merely raises the probability of the effect. Thus, a factor A is a (partial) cause of the effect E if $P(E|A) > P(E)$ absence of A.

This view can be used to elaborate Mackie’s regularity account of causality to include cases in which only parts of the full cause are known. If, for the sake of simplicity, we consider a full cause that can be expressed as A and X where only A but not X is known, the effect E will only follow in a percentage of the cases in which the
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factor A occurs, namely the percentage corresponding to the prevalence of X: \( P(E|A) = P(X) \). As E never occurs without the prior occurrence of A, \( P(E|\text{absence of } A) = 0 \), and the condition \( P(E|A)>P(E|\text{absence of } A) \) is therefore fulfilled.

Likewise, considering the full cause A and X or Y, and assuming X and Y to be independent,

\[
P(E|A) = P(X \text{ OR } Y) = P(X) + P(Y) - P(X)P(Y)
\]

(1)

while

\[
P(E|\text{absence of } A) = P(Y)
\]

(2)

The probabilistic account can thus describe all aspects of the regularity account.

**THE GENERATIVE VIEW OF CAUSALITY**

On the above account, causality is understood in terms of regularities. An alternative view is that causality can be understood as a generative relation of production.\(^{25,27}\) On this view, the statement that “A causes E” implies that A generates or produces E by some kind of mechanism.\(^{25}\) The generative mechanism is seen as an objective process underlying the relation between cause and effect, and evolving according to general, biological laws. Thus, as pointed out by Renton, on this view the association between A and E is a particular instance deducible from general, biological laws rather than a relation induced from repeated observations.\(^{19}\)

According to Parascandola,\(^{30}\) it has been popular throughout the history of epidemiology to describe epidemiological research in terms of inductive inferences from observed association and laboratory research in terms of deductive inferences from theoretical principles; a contrast that often has been seen as if laboratory research elaborating on our fundamental medical knowledge of a phenomenon can establish causal relations with certainty, while epidemiological research provides only circumstantial evidence.

At first sight, such a contrast would seem to fit the contrast between the regularity view and the generative view of causality. However, one may argue that many biological laws obtained through laboratory research are also based on observations of regularities, usually at a lower level of organisation. Thus, the underlying specification of a biological mechanism responsible for the association will often consist in the specification of a sequence of causes on a micro-level that intervene between the original macro-level cause and effect.

As noted by Parascandola and Weed\(^{17}\) there is a tendency to prioritise knowledge at the molecular level. However, as far as these micro-level causes are also based on observations of regularities, research on biological mechanisms may not be different in kind from research on the associations between given causal factors and a given disease.

Parascandola and Weed argue that one probable reason why the molecular level has nevertheless been prioritised by many researchers is the underlying belief that associations at the macro-level can be fully reduced to causes at the molecular level that behave deterministically. However, as they also note, this kind of simple reductionism has also been widely criticised.\(^{27}\)

Another reason why a generative view of causality may seem attractive to many researchers in the health sciences may be that the exploration of intervening causes in the causal net leads to a more and more extensive net of interrelated theories that will have a larger and larger explanatory power. On that view, the interesting difference between the regularity view and the generative view of causality is whether focus is on individual associations or on the explanatory power of a network of mutually related associations.

**THE HILL CRITERIA**

Based on these analyses of causality we shall argue that the Hill criteria of strength, specificity, consistency, experiment, and biological gradient all concern observed associations and are therefore all primarily related to the probabilistic regularity view of causality, while the criteria coherence, plausibility, and analogy are in contrast all primarily concerned with the explanatory power of a network of mutually related associations and therefore are related to the generative view of causality. Epidemiologists agree to find the criterion of temporality useful,\(^{2,14,30,31}\) so we will briefly show that the criterion is not related to either views of causality, but by contrast may be essential to infer direction from cause to effect.

**The probabilistic regularity view of causality**

**Strength**

This criterion states that if an observed effect of A on E is strong it could implicate causality,\(^1\) thereby claiming that the variation of A influence the probability of E.

A measure of the strength of the association between a causal factor A and the event E can be expressed as the ratio between the probability of E conditioned on A divided by the probability of E conditioned on the absence of A.

\[
\Psi = \frac{P(E|A)}{P(E|\text{absence of } A)}
\]

(3)

Assuming that X and Y are independent \( \Psi \) can be derived from (1) and (2):

\[
\Psi = 1 + \frac{(1 - P(Y)) \cdot P(X)}{P(Y)}
\]

(4)

Table 1 shows how the strength of the association between A and E (measured by \( \Psi \)) depends on the occurrence of X and Y.

The strength of the causal factor A is completely dependent on the prevalence of X and Y.

Basically, this conclusion is in agreement with an epidemiological understanding of causality where the effect of one factor depends on the prevalence of complementary factors.\(^{14}\) But including competing causal complexes (Y) in the full cause, our analysis shows that even a high prevalence of the complementary causal factors (X) may be dominated by highly prevalent competing causal complexes (Y) and that A will therefore seem to be weak.

This has considerable consequences for the epidemiological understanding of causality, where the criterion of strength is
often emphasised as especially important and a high strength is argued to minimise the risk of confounding. This analysis shows that the strength of an association is dependent on the occurrence of both complementary causal factors and competing causal complexes.

**Consistency**

This criterion states that if an observed effect of A on E is shown in different situations it could indicate causality. This criterion is by epidemiologists emphasised as being especially important, because “it is rare that any single study is considered definitive. The power of the epidemiologic approach lies in observing similar findings consistently from a large set of diverse studies that address specific relations.” The underlying principle is that the potential causal A of the effect E should be constant while other factors may vary. But repeated observations of an association in different populations under different circumstances can be achieved in different ways. Firstly, the factors varying between the different studies may not be part of the full cause or the causal field. Secondly, these factors may form part of the full cause as part of either X or Y. As the strength of the effect of A on E is dependent on the prevalence of X, to achieve repeated observation of the same observation it is required that the prevalence of X remains constant in all populations. To fulfil the consistency criterion, the variation of the factors included in X should therefore be balanced in such a way that the prevalence of their conjunction remains constant. By the same token, a variation of the prevalence of the competing causal complex Y may cause variation of the effect, even if the prevalence of X remains constant. Our analysis may have considerable consequences for the value of meta-analysis, which rests on the principle of homogeneity of results in different populations. In fact, consistency is only expected if factors in both X and Y are equally distributed in all populations included in the meta-analysis. If this requirement is not fulfilled, homogeneity between studies might be a consequence of other factors than A, and in contrast heterogeneity might stem from differences in prevalence of the other factors X and Y in the full cause.

Therefore, one may conclude that a lack of consistency may be the result of a causal complex A and X or Y in which X or Y contain factors that occur only under very specific circumstances. That is congruent with others, who add that consistency only can be used to discard hypotheses in which the association could be ascribed to one of the factors varying between studies.

**Specificity**

This controversial criterion, which Hill adopted from Yerushalmy and Palmer, says that it is preferable if the causal association is between one specific cause A and one specific effect E. The criterion covers two different claims. The first claim is that there should be one specific cause only. Therefore, it is necessary that the full cause only consists of A (no inclusion of X and Y in the full cause). If we consider X as an always present condition in a given causal field where Y is absent, the cause A could be considered specific. But in this case X may as well be seen as part of the background on which the causation goes on—that is, as part of the causal field. This claim is therefore connected to the definition of the causal field.

The second claim is that a given causal factor A can only be a causal factor for one effect E. This part of the criterion is closely related to the definition of the effect E. If the effect is defined broadly, for example, as the development of disease in general, it could be claimed that the full cause A only enters in the full cause of one effect. However, such a broad definition will rarely be of much use. Similarly, the effect may often be defined very narrowly, including the causal factor in the definition of the effect (for example, including a specific agent in the definition of an infectious disease), but in this case the causal argument becomes circular as the presence of the causal factor is already included in the definition of the effect.

Several authors argue that causes cannot be expected to have only one effect on any logical grounds and sees the criterion as misleading and useless. It seems reasonable to conclude that monocausality seldom arises as described above. Hill was aware of this, but wondered if it was attributable to the lack of knowledge of aetiology; if we knew all aspects of a certain disease it would be possible to point out one single cause. Instead, we shall emphasise that the definitions of both cause and effect are central for the application of the criterion.

**Biological gradient**

The preference for associations showing a dose-response relation entails different interpretations: a higher exposure to factor A may result in a higher incidence of the disease E, or a higher exposure to factor A may result in a higher biological effect. Additionally, a higher exposure of A could both mean a higher intensity of A, or a longer duration of the exposure of A. If higher exposure of A is interpreted as a longer duration, we would usually accept that the longer the exposure lasts, the larger is the probability of obtaining a causal complex for the effect in question. This argument rests on the assumption that X and Y are time varying.

If higher exposure of A is interpreted as a higher intensity, so far as the factor A can be understood as additive entities or processes (such as, for example, molecules, radiation, etc) intensity can be understood as the simultaneous presence of more (or fewer) As. Again, the more As present, the larger is the probability of obtaining a causal complex for the effect in question. Similar to the case of duration, this argument rests on the assumption that X and Y are not universally present.

In both cases, increasing the probability of obtaining a causal complex points to a higher incidence of the disease E. However, an increased E may instead be interpreted as a higher biological effect, similar to the interpretation of A in terms of intensity. So far as the effect E can be understood as additive processes, if the effect is interpreted as a higher biological effect, this can be seen as the presence of several causal complexes, AX, thereby initiating several Es.

In all cases, it must be noted that the prevalence of the other factors (X and Y) in the full cause has pronounced influence on the effect of A on E. Thus, if the prevalence of Y is high for high levels of A and the prevalence of X is low, it is possible that the dose response follows the association between Y and E and not A and E.

Several authors state that repeated observations of dose response is a strong argument for a causal inference while other argue that there are examples of causal relations in which the prevalence of E does not follow the prevalence of A in a simple manner. This argument is congruent with our analysis where E is dependent not only on A but also on X and Y.

**Experiment**

This criterion, which Hill calls the strongest support for a causation hypothesis, is closely related to Hume’s second definition of causation: “where, if the first object had not been, the second never had existed.” The criterion is occasionally interpreted as concerning laboratory experiments, but in his original article Hill is concerned with population based preventive interventions. In studies of preventive interventions, the criterion examines whether the effect E occurs when the factor A is present and absent, respectively, while
no other factors vary. However, it must be emphasised even if only the factor A does vary, the other factors X and Y in the full cause are important for the occurrence of E. In the case Y is present or X is absent the prevalence of E is independent of A. The experiment will only support the causal claim of A on E where X is present and Y is absent.

Also, it could be argued that support from experimental studies of animals is necessary in making inferences about causality from an observational association. However, contradictory experimental evidence does not immediately refute an observational study because of obvious differences between humans and animals. More important, animal experiments will often be used to examine an alleged biological mechanism, which we shall discuss below.

The generative view of causality

Plausibility and coherence

According to the criterion of “plausibility” the association ought to be biologically plausible. According to the criterion “coherence”, the association should not conflict with the generally known facts of the biology of the disease.

Epidemiological authors have questioned the difference between the two criteria, as both imply that an association should be in congruence with the biological knowledge of the day. Both criteria rely on the existence of a biological pathway from cause to effect—that is, there is some effect from the causal factor A, which could be expressed as a kind of mechanism or generative relation, that leads to the development of the disease E. With this background, the difference between the two criteria can be seen as the difference between admitting that inferences from current biological theory vindicate the observed association (plausibility), and denying that inferences from biological theory contradict the observed association (coherence).

Policy implications

It is obvious that coherence and plausibility support pre-existing theory—a qualification also noted by Hill—and several authors have stated their reservations with regard to this implied conservatism. For example, conflicting information may on a first look falsify a causal hypothesis, but this information may later be proved wrong. Therefore, it is necessary to be careful before dismissing an association that is not vindicated by (or even contradicted by) current biological theories.

Other epidemiologists advance that biological evidence is collected from animal models, in vitro cell systems, and human metabolic and clinical studies, where the relevance of each type of evidence is controversial when evaluating causality. The incorporation of genetic and other biological markers as exposures (and sometimes as end points) in epidemiological studies suggests that biological plausibility will become more important to causal inference in the future.

As described above, there has been a tendency to discuss biological theory and laboratory research in terms of deduction and certainty and epidemiology in terms of induction and uncertainty. This may be the reason why these criteria, concerned with inferences from biological theory, have been described as “the most important consideration” or an “ultimate” criterion for causality. However, as likewise described above, causes at the molecular level do not necessarily behave deterministically, neither is research on biological mechanisms necessarily different in kind from research on macro-level associations. However, plausibility and coherence may be attractive because of their focus on increasing the extension and explanatory power of a net of interrelated associations, laws, and theories.

Analogy

According to this criterion, we should be ready to accept a slightly but similar evidence with a similar risk factor and a similar effect. However, the crucial point is what counts as similar evidence, as any two things will be similar in some respect. Thus, if “similar factors” are to be assumed to have similar effects, they should not be similar in any arbitrary sense, but similar in a way that may plausibly be involved in the causal mechanism. The criterion of analogy is therefore closely linked to the criteria of plausibility and coherence.

The requirement that the relation of analogy between conjectured causal factors has to be specified with respect to how the two factors may play similar parts in a causal mechanism qualifies the criticism that analogy is dependent on the imagination of the scientist. On the other hand, if mechanisms are specified, which explain the similar action of different risk factors, this contributes to the extension of a coherent set of interrelated associations, laws, and theories and thereby an increase of its explanatory power.

Temporality

Hill emphasises the criterion of temporality as necessary, because in order for A to cause E, A must precede E in time. But although epidemiologists agree that the criterion is useful, a philosophical analysis shows that it is difficult to argue about why a cause should precede its effect.
in time. It is possible to imagine cause and effect operating simultaneously and in physics causation may not even follow temporality.42

It is normally assumed that causation is asymmetric, for example, if A causes E, then, typically, E will not also cause A. This may pose a problem for the probabilistic regularity view of causality. By applying INUS conditions it could be shown that if A is a INUS condition of E, then E is also a INUS condition of A.43 Therefore, by applying Mackie’s theory the relation between cause and effect is symmetric. One way of enforcing asymmetry between cause and effect, originally adopted by Hume,44 is to stipulate that cause precedes its effect in time.

The generative view of causality does not immediately have the problem of symmetry, because the coherence of a network of mutually related associations may have an encapsulated explanation about cause and effect. But, as introduced above, the generative view of causality although introducing a more coherent view of mutually related associations is not different from the regularity view of causality in kind, and the difficulties of inferring asymmetry for Mackie’s theory may therefore also apply for the generative view of causality.

Therefore, this analysis shows that the criterion of temporality is not related to either views of causality, but in contrast may attribute the views of causality by inferring direction from cause to effect.

CONCLUSION

This article has two main findings. Firstly, it is shown that the criteria are related to two different views of causality. The first is the probabilistic regularity view of causality based on the observed association between the effect and a factor A. It is shown that the effect of A is influenced by the prevalence of other factors in the same causal complex, X, and other causal complexes, Y. We have argued that the criteria of strength, specificity, consistency, experiment, and biological gradient are related to a probabilistic regularity view of causality. The second view of causality is the generative view, which focuses on the explanatory power of networks of mutually related associations. We have argued that the criteria of coherence, plausibility, and analogy are related to this view of causality. The criterion of temporality is not related to either view, but may by contrast be central in inferring direction from cause to effect.

Secondly, this study shows that the criteria related to the probabilistic regularity view of causality hold under certain specific conditions, included in our analysis as the causal factors X and Y, which are partly or fully unknown. The criteria related to the generative view of causality may be attractive because of their focus on the explanatory power of a net of mutually related associations. We have thereby illuminated the differences in focus as well as the limitations of the Hill criteria that need to be included when discussing them.
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