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Abstract

Study objective – To establish whether regional variations in psychiatric morbidity in Britain constitute a distinctive geography of mental health arising from factors that are context-specific at area level or whether these variations are an artifact generated by sampling fluctuations and differing population compositions in areas.

Design – Multilevel modelling techniques were applied to data from the 1984–85 health and lifestyle survey. The outcome was the prevalence of psychiatric morbidity as recorded by the application of the general health questionnaire in this survey.

Setting – The analysis was undertaken simultaneously at the individual level, electoral ward level, and regional level for England, Wales, and Scotland.

Participants – A total of 6572 adults were selected from the electoral register.

Main results – Regional variations were detected in crude aggregate general health questionnaire scores but these were found to be the result of sampling fluctuations and varying regional population compositions rather than higher level contextual effects. There was certainly no evidence of a clear north–south distinction in psychiatric morbidity as was suggested by earlier work. In addition, the local neighbourhood did not seem to have any importance beyond the type of people who lived there. A number of individual characteristics was shown to be associated with mental wellbeing but a large degree of individual variation remained unexplained.

Conclusions – In terms of low level psychiatric disturbance it seems that the characteristics of individuals have greater importance than the characteristics of areas, although the latter may still operate as important mediating factors. Multilevel modelling represents a robust statistical method of examining area variations in health outcomes and further work needs to be conducted, particularly on more serious psychiatric conditions.

(J Epidemiol Community Health 1995;49:290–295)

While research into the associations between area of residence and health has a long tradition in Britain much of the work that has been conducted has been problematic in both conceptual and technical terms. As is now recognised, many studies\textsuperscript{1–3} used area level data only, because information about individuals was not available.\textsuperscript{4} Furthermore, since such studies were primarily concerned with evaluating the association between material deprivation and health, any significant area variations found were often “explained” in terms of the social class composition of the areas\textsuperscript{5} – a tendency likely to have been encouraged by considerable fear among epidemiologists of committing the ecological fallacy.\textsuperscript{6} Some recent area studies, however, have become more sophisticated and suggest that there may be area effects independent of population composition.\textsuperscript{7–9} These studies have moved on to assessing the relative importance of the characteristics of areas compared to the characteristics of the people found within those areas, and they suggest that there is an area, or contextual, effect over and above an effect that arises from compositional factors. Consequently, it seems that not only do areas differ but that area itself makes a difference. Health outcomes depend on both individual and area characteristics.

Most of the work on the effects of area on health outcomes has been conducted in relation to physical health. When mental health has been considered, attention has focussed almost exclusively at the subregional level\textsuperscript{10}; most work examines intra-urban variations\textsuperscript{11} and the differences between urban and rural areas.\textsuperscript{12} As psychiatric morbidity is widespread within the population at large – a recent Department of Health report\textsuperscript{13} has suggested that it is as common as heart disease and three times as common as lung cancer – the tendency for mental health research to have ignored larger spatial scales, in particular a regional dimension, is both surprising and disconcerting. Regional location could be expected to provide one important context, shaping and structuring some of the opportunities and constraints of daily living which have importance for individual psychological wellbeing.

Two substantive recent studies have, however, considered the regional dimension to mental health. Both have used data from the 1984–85 health and lifestyle survey.\textsuperscript{15} Blaxter has considered regional variations in “psychosocial health” using a composite index formed from the responses to two questions in the health and lifestyle surveys.\textsuperscript{7} Controlling for age, sex, and social class this work showed higher levels of psychiatric morbidity in the north of the country, except in women of non-manual class where the west and the Midlands were...
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Blaxter also considered variations at smaller geographical scales and suggested that the local neighbourhood is more significant than the larger region in determining psychosocial health. Another recent study by Lewis and Booth, also based on information from the health and lifestyle survey, used the responses given when the general health questionnaire (GHQ) was administered as part of the survey. Again, a greater concentration of psychiatric morbidity was identified in the north of the country than the south but it was suggested that this was probably because of composition rather than area factors. The study concluded tentatively that the nature of the regional variations differed according to the social class position and the immediate, external living environment of individuals. In particular, the north-south difference did not seem to exist for those in social classes I and II and was less marked for those living within urban areas without access to open spaces.

While they provide a useful and conceptually sophisticated introduction to a neglected area of research both of the above studies have technical problems. In Blaxter’s work, standardised ratios were used, and to avoid small number problems coarse aggregate groupings were applied. Social class was reduced to two classes and the regional geography of Great Britain was collapsed into just three areas. No other compositional variables were included other than age and gender. A more sophisticated logistic modelling strategy was used in Lewis and Booth’s analysis but again a very coarse regionalisation was adopted (the country was divided into five regions) and, most importantly, a traditional, single level, aggregate modelling approach was applied. Such an approach is inherently problematic for the purposes of this present paper given that its central concern is with assessing the relative importance of effects at different levels: the individual, and simultaneously, the area level. As is becoming increasingly recognised, the study of the size and nature of area variations in health outcomes is better approached using newly developed multilevel modelling techniques that are capable of working at more than one level simultaneously. While such techniques have been applied in the study of area variations in physical health and health-related behaviours, they have not been used in studies of mental health outcomes. The present study, therefore, applies a multilevel modelling approach to the GHQ data from the health and lifestyle survey to provide a more sensitive analysis of area variations in mental health in Britain. While the main focus is on regional variations, consideration is also given to the importance of the local neighbourhood.

**Methods**

The 1984–85 health and lifestyle survey was based on a multistage sampling design in which individuals, within electoral wards, within electoral constituencies, and within regions were randomly selected. In a multilevel analysis this hierarchical data structure can be explicitly recognised and maintained. Thus, it is possible to consider individuals, who can be described in terms of a wide range of personal socio-economic characteristics, within a highly refined quantitative representation of the contextual settings in which they reside. As the analysis works at both individual and area levels simultaneously, the ecological fallacy is avoided and more accurate distinctions can be made between variations caused by contextual effects and those that are an artefact generated from variations in the characteristics of people contained within specific areas. In addition, working at more than one level enables relationships to vary according to context. Recognising the multi-layered nature of social life also brings a number of technical advantages. Thus, multilevel models are not affected by the serious mis-estimation problems associated with autocorrelation in traditional, single level regression and ameliorate problems arising from small numbers and sampling fluctuations.

The fundamentals of multilevel modelling as it applies to health research have been covered comprehensively elsewhere. The present study focusses on a three level analysis of the health and lifestyle survey data with individuals at level 1, nested within electoral wards at level 2, nested in regions at level 3. Unlike previous studies, therefore, which considered one geographical scale at a time, this analysis explores the geography of mental health at two different area levels simultaneously, one local and one regional, thus helping ensure that any area effects are apportioned to the appropriate level. The present study is also able to use a more sophisticated regional classification than that employed by Blaxter and Lewis and Booth: The Economist classification which defines 22 regions and essentially represents a subdivision of the standard regions into metropolitan and non-metropolitan areas. The actual data structure used is shown in table 1.

The analysis models each individual’s overall GHQ score (0–30) as a continuous variable.
This approach is adopted in an initial report detailing the survey's findings\(^4\) and is justified by research which has shown that if the GHQ is simply dichotomised on the basis of those scoring 5 or more, many of those exceeding this threshold turn out to be “non-cases”.\(^{2,8}\)

Three types of multilevel model are applied and all were calibrated using the software package ML3.\(^{2,9}\) The first represents a simple, “null”, three level, random-intercepts model in which the variation in the response variable is “explained” by a single fixed intercept term, the national average GHQ score, and three random terms which apportion the degree of remaining variation in the intercept to each level of the model.

A second model is formed by including a number of fixed explanatory variables which reflect a range of individual level characteristics. In this paper nine, level one explanatory variables were used: age, sex, social class (defined according to the Registrar General’s 1980 classification), marital status, employment status, limiting long term illness, immediate external living environment, housing tenure, and ethnicity. This list corresponds to and extends that used by Lewis and Booth. Apart from age, these variables were specified as a set of 17 dummy, indicator variables, coded so that the intercept term in the model would represent the stereotypical respondent to the GHQ in the health and lifestyle survey: an employed woman in social group III-manual who is married, living in an owned house in an urban area with adjacent open space or garden, has no limiting long term illness, and is not from an ethnic minority group. Age was treated as a continuous variable and was centred around the sample mean value of 45 years, and so the stereotypical respondent is also of average age.

In this model, the two higher level random terms now assess the ward and regional differences after “controlling” for variations in the composition of areas on the basis of the selected individual characteristics. If these terms are not significant, then area variations are simply an artefact of place composition and there is not a geography of mental health, in terms of single overall ward or regional differences affecting all types of people, which remains after compositional control and results from higher level contextual effects.

Area variations in mental health could, however, be more complex. This is the situation proposed by Lewis and Booth when they suggested that there was no regional variability in GHQ scores for people in social classes I and II and that it was reduced for those living in urban areas with no access to open spaces. Thus, they suggested that there are different place effects for different types of people. Their conclusions in this respect should be treated with caution, however, as their models assess this variation without controlling for the compositional effects of any other individual level characteristics. This problem can be avoided by using a third type of multilevel model, the complex variation model. In these models, it is possible to allow the parameter estimates relating to any particular explanatory variable to vary from area to area while at the same time controlling for compositional effects.

### Results

The crude average GHQ scores as recorded in the health and lifestyle survey according to The Economist regionalisation scheme are shown in table 2. The regional averages range from a high of 3.25 in Merseyside to a low of 3.15 in rural Wales. As these are simple aggregate rates, the variation displayed in table 2 may be an artefact of either population composition or of sampling fluctuations.

### Table 3 Multi-level estimates

<table>
<thead>
<tr>
<th>Region</th>
<th>Average GHQ score (rank)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strathclyde</td>
<td>3.66 (18)</td>
</tr>
<tr>
<td>East Central Scotland</td>
<td>3.55 (5)</td>
</tr>
<tr>
<td>Rural Scotland</td>
<td>3.46 (4)</td>
</tr>
<tr>
<td>Rural North</td>
<td>4.04 (12)</td>
</tr>
<tr>
<td>Industrial North East</td>
<td>4.51 (19)</td>
</tr>
<tr>
<td>Merseyside</td>
<td>3.25 (22)</td>
</tr>
<tr>
<td>Greater Manchester</td>
<td>4.04 (21)</td>
</tr>
<tr>
<td>Rest of the North West</td>
<td>3.91 (10)</td>
</tr>
<tr>
<td>West Yorkshire</td>
<td>3.76 (7)</td>
</tr>
<tr>
<td>South Yorkshire</td>
<td>3.33 (16)</td>
</tr>
<tr>
<td>Rural Wales</td>
<td>3.15 (1)</td>
</tr>
<tr>
<td>Industrial South Wales</td>
<td>3.92 (11)</td>
</tr>
<tr>
<td>West Midlands Conurbation</td>
<td>4.34 (17)</td>
</tr>
<tr>
<td>Rest of West Midlands</td>
<td>4.30 (15)</td>
</tr>
<tr>
<td>East Midlands</td>
<td>3.43 (3)</td>
</tr>
<tr>
<td>East Anglia</td>
<td>3.80 (9)</td>
</tr>
<tr>
<td>Devon &amp; Cornwall</td>
<td>3.42 (2)</td>
</tr>
<tr>
<td>Wessex</td>
<td>4.08 (13)</td>
</tr>
<tr>
<td>Inner London</td>
<td>4.12 (14)</td>
</tr>
<tr>
<td>Outer London</td>
<td>4.74 (20)</td>
</tr>
<tr>
<td>Outer Metropolitan area</td>
<td>3.66 (6)</td>
</tr>
<tr>
<td>Outer South East</td>
<td>3.79 (5)</td>
</tr>
<tr>
<td>Total sample</td>
<td>4.03</td>
</tr>
</tbody>
</table>

*Rank position, 1 = lowest GHQ score; 22 = highest GHQ score.

Note: estimates represent GHQ score points; figures in parentheses represent ratio of estimates to standard error.
To examine this possibility a simple three level "null" model was fitted and the results are summarised in table 3, column A. The intercept gives the nationwide average GHQ score and is estimated at 4.05. This value does not remain constant across either regions or wards and the random effects variance at the bottom of table 3 (column A) show the level to which the remaining variability can be apportioned. These values show that most variation (98.6%) occurs at level 1 (between individuals), and very small amounts occur at the higher levels – 1.01% at the ward level and 0.44% at the regional level (these values are obtained by dividing the variation at each level by the total variation at all three levels). These higher level terms can be tested for significance by calculating the ratio of estimates to their standard error. If the ratio is more than ±2, the estimate is judged to be significantly different from zero at the 0.05 level. As shown in table 3 (column A) neither of the higher level random terms meets this criteria, although the ward level variation approaches significance. Model A includes no individual level explanatory variables. Consequently, it does not provide evidence that the crude averages in table 2 are an artefact of varying regional compositions; instead it suggests that the variations result from sampling fluctuations.

The extent of any compositional artefact effect can be assessed by including individual level explanatory variables (table 3, column B). The intercept term now represents the stereotypical respondent to the GHQ in the health and lifestyle survey. The estimates show that GHQ scores are significantly higher if the respondent is widowed, divorced, or separated; unemployed; incapacitated by long term illness; renting local authority housing; or from an ethnic minority. In contrast, GHQ scores are significantly lower if the respondent is older, male, or living in the country. Interestingly, there are no large differences in score on the basis of social class, although there is some suggestion that social groups I and II have slightly lower scores.

The inclusion of the compositional explanatory terms reduces the variance of the random intercepts at both of the two higher levels and this is especially noticeable at the ward level. The variance that remains at these levels quantitatively measures contextual effects on GHQ scores assuming single overall area differentials and controlling for individual compositional factors. As can be seen, neither ward nor regional contextual effects are near significant and the variance that can be attributed to these two levels has been reduced to 0.26% and 0.15% respectively. The regional geography of GHQ scores before and after controlling for individual compositional factors is shown in the figure, which plots the regional differences compared to the national average obtained from each of these two initial models.

While there is no evidence of single overall area differences, it may be that the scores of particular types of individuals vary across regions and wards. The suggestions of Lewis and Booth relating to social class and external living environment to this end were examined. In terms of social class non-zero, but non-statistically significant, variation was found at the regional level for the base category (III manual) and social groups IV and V (table 4, column A). As can be seen none of the new random terms reach significance when the estimates are compared to their standard errors. It should be noted, however, that this form of significance testing is less reliable for random parameters than fixed parameters. A more reliable testing procedure is to calculate a likelihood ratio statistic before and after the extra random terms have been included as the difference of the likelihoods follows a $\chi^2$ distribution with degrees of freedom equal to the number of new parameters. This test confirmed the non-significance of the new terms (difference in likelihood ratio $= 3.3$, $df = 2$, $p = 0.19$). It seems, therefore, that there is no significant regional variation in GHQ scores for any of the social class categories used here. At the ward level the only variation detected was a very small and non-significant amount for social groups IV and V (results not presented).

In terms of the immediate living environment, no significant differing variability was found at the regional level for any of the categories (results not presented). However, there was some suggestion of differing vari-
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ability at ward level for those living in urban areas without an adjacent open space (table 4, column B) (difference in likelihood = 5:10, df = 2, p = 0.08); it seems that being in a particular ward may have some differential effect for people with this type of immediate, external living environment.

Discussion
This study has shown only small variations in the prevalence of psychiatric morbidity at both electoral ward and regional levels. These are the result of sampling fluctuations and varying regional population compositions rather than higher level contextual effects. Certainly, there is no evidence for a clear north–south distinction in psychiatric wellbeing, as was suggested by Blaxter and Lewis and Booth, and the study also finds no evidence for Lewis and Booth’s suggestion that there are regional differences in the effects of individual social class and living environment. Although this study uses a different response variable, Lewis and Booth themselves recognize there is no reason why this in itself would produce different results. It is likely that these new results arise from using a technically more robust statistical method together with a more sophisticated regionalisation.

The local neighbourhood does not seem to have any special importance beyond the type of people that reside there, and this study does not therefore support Blaxter’s conclusion about the relative importance of area effects at different spatial scales. The study does, however, produce some support, in terms of a regional effect, for the hypothesis that urban living impairs mental health. The most highly urbanised regions of Strathclyde, the industrial north east, Merseyside and Greater Manchester have higher GHQ scores, while more rural regions (rural Scotland, rural Wales, and Devon and Cornwall) have low scores. Inner London is an interesting exception; the figure shows that its residual goes from positive to negative when the explanatory variables are included showing that this urban area actually has a lower GHQ score than its population composition would suggest.

The most striking impression from the figure, however, is that all the regional effects are minimal both before and after controlling for composition. Before controlling for composition, the effects are all within the range of ±0.5 points of the national average GHQ score; afterwards they are all within ±0.25 points of the national average GHQ score. It seems, therefore, that in terms of low level psychiatric disturbance it is the characteristics of individuals and not the characteristics of areas that are important. This study has shown that mental wellbeing is associated with an individual’s position in terms of gender, marital status, employment status, physical health, immediate living environment, and ethnicity. It should also be noted, however, that a large degree of individual variation remains “unexplained”, as the variation between individuals is reduced by a small amount only when the explanatory variables are included (see table 3, columns A & B). Interestingly, the analysis also showed no large social class differences, and therefore supports the recent call for the health inequalities debate to be broadened by considering a range of social locations and not just those deriving from economic activity. In terms of psychiatric disturbance, measures of social isolation may be especially important and their omission in this analysis may account for the “unexplained” individual variation.

While this study has suggested the primacy of individual characteristics in underpinning psychiatric morbidity, it should not be concluded that geographical locales have no importance for mental health. As a recent paper suggests, studies which attempt to classify area variations into compositional and contextual effects carry an implicit assumption that the type of area a person lives in is independent of a person’s social class position. This assumption is unrealistic, and while the characteristics of areas may not have a direct independent role they may still operate as important mediating factors between social class and health. Consequently, the findings presented here should not be interpreted as suggesting that public health interventions targeted at mental health issues should exclude strategies that focus on improving the social and physical environment. Furthermore, although this study is based on self reported assessments, and individual level associations should not be distorted by differences in diagnostic procedures, they will be susceptible to variations in the willingness to report emotional difficulties and this is likely to be particularly important in relation to the gender difference identified here.

Psychiatric morbidity represents a major challenge for public health and does, undoubtedly, warrant as much attention as physical illness. As the information base is expanding, and robust statistical multilevel methods are now available, further work needs
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to be conducted on area variations in mental health, especially at the regional level and particularly with regard to more serious psychiatric conditions.
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