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Abstract

Study objectives – The study aimed to develop and evaluate a method for small area analysis of different non-random components of the variation in death rates. The method was applied to incidence and mortality data for selected malignant neoplasms in 26 administrative health areas in Sweden.

Design – Variation in mortality and incidence rates for malignant neoplasms of the trachea, bronchus, and lung; colon; rectum; and cervix uteri in the 26 health areas were analysed after standardisation for age. In addition, the systematic and random components of variance were estimated. The systematic component of variance in mortality was divided into two additive components – one component was dependent on the variation in the corresponding incidence rates and the other remained after adjustment for incidence.

Setting and participants – All cases diagnosed between 1972 and 1983 and all deaths between 1974 and 1985 for selected malignant neoplasms in Swedish citizens and other residents in Sweden, aged between 0 and 64 years, were analysed.

Main results – Much of the observed variation in mortality was explained by the estimated random variation. For malignant neoplasms of the trachea, bronchus, and lung the systematic variation in mortality was mainly explained by the variation in incidence. For cancer of the cervix uteri, alone, there was significant systematic variation of moderate magnitude that was not explained by the incidence rates.

Conclusions – These methods made it possible to divide the observed variance in mortality into different components. Random effects and variance in incidence rates were found to be of great importance when analysing the variance in death rates between health areas. By studying different systematic components of variation it is possible to identify fields for in-depth studies on the quality of prevention and treatment.

(J Epidemiol Community Health 1995;49:214–221)

Community health information systems have been developed for different purposes, such as monitoring health status, providing warning systems to identify specific health problems, and improving the possibilities for health care evaluation. The information is often based on official health statistics, for instance data on mortality and incidence.

Several studies have analysed the regional pattern of mortality or incidence of disease. The statistical problems involved in analysing variation between small geographical areas have been emphasised. The concept of small area variation has been developed and applied to surgical operating rates but it can also be applied to death rates and to incidence rates.

The variability between areas has often been studied by identifying the highest and lowest rates: the size of the ratio of these extreme values, the extremal quotient, has been the basis for statements about the magnitude of the variation. This measure has, however, been found to be particularly unstable. Random factors may have a considerable effect. Efforts have been made therefore to measure the variation between all areas, not only those with extreme values, and to take into account the influence of random variation. The question is: Is there more variation between areas than can be explained by random factors and, if so, what is the size of the systematic variation?

During the 1970s and 1980s the methodology for studying avoidable mortality was introduced and applied in several studies. A number of causes of death have been selected as indicators of avoidable mortality based on judgements about whether the conditions are amenable to intervention by health care. According to the avoidable mortality concept, an agglomeration of deaths from these conditions is a warning signal, and this motivated in depth studies on the quality of care. Studies on regional variation in avoidable mortality have been published from different countries.

In addition to possible random effects, the death rate for a particular cause of death in an area can be influenced by the corresponding incidence rate in that area. If all systematic variation in death rates can be explained by variation in incidence rates, then death rates provide no additional information beyond that given by incidence rates.

In Sweden and in other Nordic countries, data on cancer incidence as well as on mortality are readily available for different administrative health areas. This makes it possible to analyse whether systematic variation in death rates can be explained by variation in incidence. The incidence rate is thus a potential...
explanatory variable for the death rates. The small area methodology has not, however, been fully developed to estimate both the effect of random variation and the effect of an explanatory variable on the variation. A way of analysing different systematic components of small area variation is therefore called for.

This study aimed to adapt and further develop one method for small area analysis of different systematic components of the variation in death rates. The method is also applied to incidence and mortality data for selected malignant neoplasms in administrative health areas in Sweden and the usefulness of some of the suggested indicators of avoidable mortality are discussed.

**Methods**

According to Swedish regulations, all newly diagnosed cases of primary cancer must be notified to the National Cancer Registry by the clinician and by the pathologist/cytologist separately.16 The Swedish cause of death register is based upon the death certificates issued by doctors after all deaths of Swedish citizens and other residents in Sweden.17

Data on the number of newly diagnosed cases of malignant neoplasms of the colon, rectum, trachea, bronchus, and lung; and invasive cancer of the cervix uteri were collected from the National Cancer Registry and data on the same conditions were gathered from the cause of death registry. These cases were chosen since they were suggested by Rutstein et al13 to be indicators of avoidable mortality, and since they are relatively common in Sweden.18

Medical care in Sweden is the responsibility of 26 administrative areas of different sizes (23 counties and three municipalities). Data were available for each of the health areas. The data were given by age and sex for the years 1972–83 (incidence data) and 1974–85 (mortality data). The period chosen for the incidence data in this study preceded the period for the mortality data for most neoplasms; not more, however, than the median time between diagnosis and death as shown by survival statistics.19,20 (For malignant neoplasms of the lung, however, the median time has been found to be shorter than for the other selected neoplasms, by about one year.21,22) Incidence data for the two, six year periods 1972–77 and 1978–83 were analysed together with mortality data for the six year periods 1974–79 and 1980–85 respectively. (For malignant neoplasms of the trachea, bronchus, and lung, analyses were also performed for the same time periods as for incidence and mortality data.)

The diagnoses were coded according to the International Classification of Diseases. The registration in the cancer registry was mainly according to ICD-716 whereas the causes of death were coded according to ICD-8.21 (Sweden did not introduce ICD-9 until 1987.) ICD-7 codes were transformed to ICD-8 codes. Data on the stage of the disease is not available in the Swedish cancer registry.

The registration deficit in the cancer registry has been estimated to be about 4%.21 The regional differences shown in validity studies are mainly the result of variations in diagnostic intensity for older age groups. For ages under 65, which were used in this study, these differences are considered to be small.25 The validity of causes of death has been shown to be fairly good in younger age groups and for malignant neoplasms.24

Population data were taken from the registers mentioned and from the National Bureau of Statistics. The incidence rates and the death rates were calculated for the different health areas and were standardised in relation to age, with the age specific rates for the whole of Sweden as a standard (indirect standardisation). The analysis was confined to the age group 0–64 years. The annual mean population in the different areas in this age group for the period 1974–85 varied between 45 886 and 1 309 870.

**Statistics**

The null hypothesis, that is, that there was no significant systematic variation, was tested using a $\chi^2$ test with k-1 degrees of freedom ($k=$ number of areas analysed, that is 26).23 For nearly all the areas (25–26 out of 26 areas) the expected number of deaths from each selected cause of death was at least 5. The $\chi^2$ test should therefore be valid.24

The level of the observed variance was calculated by dividing the $\chi^2$ values by the number of deaths ($n$) studied for each type of neoplasm, thus:

$$\sum_{i=1}^{k} \frac{(o_i - e_i)^2}{e_i}$$

where $o_i$ is the observed number of cases and $e_i$ the expected number of deaths in each area, based on age specific death rates for the whole of Sweden. These values were assumed to be available from each of the k areas. Since the $\chi^2$ values were divided by the total number of deaths ($n$), the scale of the measure was the same regardless of the number of deaths. The total number of deaths was, by definition, equal to the sum of the expected number of deaths which is equal to the sum of the observed number of deaths.

The population size varied greatly between the health areas. The expected number of deaths was, by definition, proportional to the population in the study area. As shown in formula (2) the observed variance was equal to the variance of the ratio between the observed numbers ($o$) and the expected numbers ($e$) around the value 1, with the expected values in each area ($e_i$) as weight. Thus, the observed variance has been weighted proportionally to the population size of the different areas.

$$\sum_{i=1}^{k} \frac{(o_i - e_i)^2}{e_i} = \frac{1}{n} \sum_{i=1}^{k} e_i (o_i/e_i - 1)^2$$

The observed variance could be split into two additive components, namely the random
variance and the systematic variance. When the null hypothesis is true – that is, that there is no systematic variation, all the observed variation is a result of random variation. Assuming the null hypothesis the mathematical expectation of the \( \chi^2 \) distribution is the degree of freedom of the distribution. Therefore, the numerator of the random variation was estimated as the number of the degree of freedom \((k-1)\) of the \( \chi^2 \) distribution. Thus, the random component of the variance was defined as:

\[
\text{df} = \frac{(k-1)}{n} \quad (3)
\]

The systematic component of the variance was obtained as the observed variance minus the random variance – that is:

\[
\sum_{i=1}^{k} \frac{(o_i - e_i)^2}{e_i} = \frac{(k-1)}{n} \quad (4)
\]

The proportion of the systematic component of the total variance was analysed by dividing the systematic variance (4) with the observed variance (1).

Similar analysis was carried out for death rates as well as for incidence rates. The division into a systematic and a random component of variance is analogous to the method proposed by McPherson et al.4 The formulae differ somewhat, since in this study the observed variance was weighted according to the population size of the different areas.

To estimate different components of variation, generalised linear models were analysed (GLIM analyses).20,21 These analyses provide maximum likelihood estimates for regression coefficients in the model. The GLIM analyses also provide \( \chi^2 \) values for the test of goodness of fit for the model. These \( \chi^2 \) values were included in the formula for systematic variance (4).

In the first step, the observed and expected number of deaths were the only variables included in the analyses. Poisson based GLIM analyses were used since the events included in the analyses were rare – that is, occur at a low rate in the study population. In this case the \( \chi^2 \) values were unaltered by the model.

In a second step, the corresponding incidence ratios (expressed as the observed number of cases divided by expected number of cases) were included as an independent variable in the GLIM analysis. When the adjustment for incidence improved the prediction of the observed numbers of death, the \( \chi^2 \) value of goodness of fit of the model was reduced. This means that the estimates of the variance were also altered based on the \( \chi^2 \) analysis produced by the GLIM system.

The adjusted \( \chi^2 \) values were included in the formula for systematic variance. In this case the prediction of the observed values was based on two variables20 and the degree of freedom was \( k-2 \). The numerator in the formula for the expected random variance (3) was changed to this value. The corresponding change was made in the numerator of the formula for the systematic variation. The new estimate of the systematic variation was defined as the incidence adjusted systematic component of variance in death rates.

The \( \chi^2 \) values were also the basis for the \( \chi^2 \) test \((df = k-2)\) to decide whether the systematic variation was significant after adjustment for incidence.

The total systematic variance in death rates minus the incidence adjusted systematic component of variance in death rates was defined as the incidence related systematic component of variance in death rates.

The calculations were performed using the Statistical Analysis System26 and the GLIM system package.20

**Results**

Table 1 shows the annual mean incidence rates (per 100,000) for 1972–77 and 1978–83, and
the annual mean death rates (per 100,000) for 1974–79 and 1980–85 in health areas in Sweden. The mean incidence rates for the two periods were relatively close. For malignant neoplasms of the trachea, bronchus, and lung, however, the female incidence rate was 38% higher in the second period. For invasive neoplasms of cervix uteri, the incidence rate in the second period was 17% lower than that in the first period. In most cases the death rates in the second period were somewhat lower. For malignant neoplasms of the trachea, bronchus, and lung, however, the death rate in women was 36% higher in the second period. For cervical cancer the death rate in the second period was 24% lower than in the first period.

The basic data from different health areas in the second period included in the study are given in table 2. This shows the observed and expected number of new cases of invasive cancer of the cervix in 1978–83 and the observed and expected numbers of deaths and relative risks (RR) for this disease during the period 1980–85. The expected number of new cases varied between 15 and 439 and the expected number of deaths between 4 and 120. The RR values varied between 0·3 and 1·6 between the different health areas.

The estimates of the systematic component of variance in RR for incidence are shown in table 3. For most neoplasms the variation was significant. That part of the observed variance attributable to the systematic components varied between 24% and 95%.

The highest systematic variance obtained was for cancer of the trachea, bronchus, and lung (vari-

Table 2. The observed and expected number of new cases of invasive cancer of the cervix 1978–83 and the observed and expected number of deaths and relative risk (RR) values in 1980–85 for ages 0–64 years among health areas in Sweden

<table>
<thead>
<tr>
<th>Health area</th>
<th>Expected no of cases</th>
<th>No of deaths</th>
<th>Expected no of deaths</th>
<th>No of deaths</th>
<th>RR for deaths</th>
</tr>
</thead>
<tbody>
<tr>
<td>Södermanland</td>
<td>69</td>
<td>19</td>
<td>30</td>
<td>1·57</td>
<td></td>
</tr>
<tr>
<td>Göteborg</td>
<td>123</td>
<td>34</td>
<td>53</td>
<td>1·56</td>
<td></td>
</tr>
<tr>
<td>Gävleborg</td>
<td>81</td>
<td>23</td>
<td>29</td>
<td>1·27</td>
<td></td>
</tr>
<tr>
<td>Blekinge</td>
<td>41</td>
<td>12</td>
<td>15</td>
<td>1·25</td>
<td></td>
</tr>
<tr>
<td>Gotland</td>
<td>15</td>
<td>4</td>
<td>5</td>
<td>1·25</td>
<td></td>
</tr>
<tr>
<td>Västerbotten</td>
<td>15</td>
<td>4</td>
<td>5</td>
<td>1·25</td>
<td></td>
</tr>
<tr>
<td>Stockholm</td>
<td>439</td>
<td>120</td>
<td>141</td>
<td>1·18</td>
<td></td>
</tr>
<tr>
<td>Malmöhus</td>
<td>78</td>
<td>22</td>
<td>26</td>
<td>1·18</td>
<td></td>
</tr>
<tr>
<td>Värmland</td>
<td>78</td>
<td>22</td>
<td>25</td>
<td>1·18</td>
<td></td>
</tr>
<tr>
<td>Örebro</td>
<td>75</td>
<td>21</td>
<td>22</td>
<td>1·05</td>
<td></td>
</tr>
<tr>
<td>Halland</td>
<td>62</td>
<td>17</td>
<td>18</td>
<td>1·03</td>
<td></td>
</tr>
<tr>
<td>Malmö kommun</td>
<td>67</td>
<td>19</td>
<td>17</td>
<td>0·88</td>
<td></td>
</tr>
<tr>
<td>Jämtland</td>
<td>37</td>
<td>10</td>
<td>9</td>
<td>0·86</td>
<td></td>
</tr>
<tr>
<td>Norrbotten</td>
<td>73</td>
<td>20</td>
<td>17</td>
<td>0·85</td>
<td></td>
</tr>
<tr>
<td>Älvsborg</td>
<td>115</td>
<td>32</td>
<td>26</td>
<td>0·82</td>
<td></td>
</tr>
<tr>
<td>Kristianstad</td>
<td>75</td>
<td>21</td>
<td>17</td>
<td>0·80</td>
<td></td>
</tr>
<tr>
<td>Göteborg o Bohus</td>
<td>78</td>
<td>21</td>
<td>17</td>
<td>0·80</td>
<td></td>
</tr>
<tr>
<td>Skaraborg</td>
<td>71</td>
<td>20</td>
<td>16</td>
<td>0·80</td>
<td></td>
</tr>
<tr>
<td>Kronos</td>
<td>46</td>
<td>13</td>
<td>10</td>
<td>0·78</td>
<td></td>
</tr>
<tr>
<td>Östergötland</td>
<td>107</td>
<td>30</td>
<td>21</td>
<td>0·71</td>
<td></td>
</tr>
<tr>
<td>Västmanland</td>
<td>72</td>
<td>20</td>
<td>14</td>
<td>0·71</td>
<td></td>
</tr>
<tr>
<td>Västerbotten</td>
<td>67</td>
<td>19</td>
<td>13</td>
<td>0·70</td>
<td></td>
</tr>
<tr>
<td>Jönköping</td>
<td>81</td>
<td>23</td>
<td>10</td>
<td>0·44</td>
<td></td>
</tr>
<tr>
<td>Uppsala</td>
<td>66</td>
<td>17</td>
<td>7</td>
<td>0·41</td>
<td></td>
</tr>
<tr>
<td>Kalmar</td>
<td>65</td>
<td>18</td>
<td>6</td>
<td>0·33</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>2292</td>
<td>634</td>
<td>634</td>
<td>1·00</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. The systematic component of variance in relative risk for incidence rates in some malignant neoplasms between health areas in Sweden for ages 0–64 years, 1972–77 and 1978–83, in relation to gender

<table>
<thead>
<tr>
<th>ICD-8 code</th>
<th>Diagnosis</th>
<th>1972–77</th>
<th>1978–83</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Variance</td>
<td>Systematic component of variance</td>
<td>p value</td>
</tr>
<tr>
<td>Male:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>153</td>
<td>Malignant neoplasms of large intestine, except rectum</td>
<td>0·026</td>
<td>0·013</td>
</tr>
<tr>
<td>154</td>
<td>Malignant neoplasms of rectum and rectosigmoid junction</td>
<td>0·041</td>
<td>0·023</td>
</tr>
<tr>
<td>162</td>
<td>Malignant neoplasms of cervix uteri</td>
<td>0·092</td>
<td>0·085</td>
</tr>
<tr>
<td>Female:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>153</td>
<td>Malignant neoplasms of large intestine, except rectum</td>
<td>0·022</td>
<td>0·011</td>
</tr>
<tr>
<td>154</td>
<td>Malignant neoplasms of rectum and rectosigmoid junction</td>
<td>0·036</td>
<td>0·013</td>
</tr>
<tr>
<td>162</td>
<td>Malignant neoplasms of cervix uteri</td>
<td>0·094</td>
<td>0·070</td>
</tr>
<tr>
<td>180</td>
<td>Malignant neoplasms of cervix uteri</td>
<td>0·046</td>
<td>0·037</td>
</tr>
</tbody>
</table>

*p value <0·05
**p value <0·01
***p value <0·001
ance between 0.061 and 0.085). The corresponding SD is the square root of the variance which is equal to between 25% and 29%. The variation found in this case was therefore considerable.

The systematic component of variance in RR for mortality from these different causes of death in 1974–79 and 1980–85 is shown in Table 4. The highest systematic variance was for malignant neoplasms of the trachea, bronchus and lung and for malignant neoplasms of the cervix uteri. For these two conditions the variation was significant.

For cancer of cervix uteri the systematic variance was estimated to be 0.049 and 0.054, which corresponds to a considerable SD, 22% and 23%. For malignant neoplasma of trachea, bronchus, and lung the systematic variance was between 0.046 and 0.069 and the corresponding estimated SD between 21% and 26%.

For malignant neoplasms of the colon and rectum, however, the systematic SD was low, between 0 and 12%.

For malignant neoplasms of the trachea, bronchus, and lung the cervix uteri the systematic variance accounted for the greater part (between 58 and 90%) of the observed variance. In the other neoplasms the systematic component accounted for between 0% and about 30% of the variance. In the case of these neoplasms the observed variance therefore seems to be more attributable to random effects than to systematic variation.

For most neoplasms the systematic variance in death rates was lower after adjustment for incidence. For malignant neoplasms of the colon and rectum the already low systematic variance was adjusted to zero or close to zero. For cancer of the colon among women in the second period, however, the adjustment was small (systematic variance 0.012...
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before adjustment and 0·011 after adjustment.

For malignant neoplasms of the trachea, bronchus, and lung and of the cervix uteri different systematic components of the variance in mortality were analysed. In Table 5 the total systematic variance in mortality is divided into the incidence adjusted and the incidence related systematic components of the variance in mortality (the different components were defined in methods).

For cancer of the trachea, bronchus, and lung the systematic variance in mortality seems to be mainly dependent on the variation in incidence. The incidence related component of variance in mortality was significant and varied between 0·047 and 0·066 (table 5).

In Table 5 the period for the incidence data preceded the period for the mortality data. In further analyses for malignant neoplasms of the trachea, bronchus, and lung, the systematic variances in mortality were adjusted by the incidence rates from the same time periods. In this case, for the first period all the systematic variance in mortality and for the second period nearly all the systematic component of variance (0·047 out of 0·051 for men and 0·042 out of 0·046 for women) was explained by the variation in incidence rates.

The variance for cancer of the cervix uteri was adjusted by the incidence ratios for invasive cancer. The systematic variance was lower after this adjustment. Both the systematic components were significant.

Discussion

A method for analysis of small area variation

In this study the variations in death rates between the 26 health areas in Sweden were analysed for some causes of death. The numbers of cancer cases and deaths included in the analysis were relatively small in many areas. Different statistical methods for small area analysis have been suggested.4-6 In this study the methods have been developed and combined in a new way.

The null hypothesis suggesting that there was no variation in death rates in the different areas was tested. As suggested by Diehr et al., a χ² test was used — that is, the traditional test of heterogeneity. A new approach was that the corresponding weighted systematic variance was also estimated. Estimates of this type may be of use in many situations, for instance as a descriptive measure and when making comparisons between different time periods and diseases. Systematic variation may also be of interest, even if it does not reach significance, if the variation is concentrated in certain areas. This information would be useful when the avoidable mortality concept is applied — that is when screening for high death rates in some areas.17,18

The term "small area analysis" suggests that the main point of the method is that the population in the study areas is small. The method should, however, be applicable whenever the variation for rare events is studied. In this study it was found that a considerable part of the variation in death rates for selected causes could be a result of expected random variation. The concept of small area analysis seems therefore to be appropriate.

The incidence adjusted systematic variance was estimated using GLIM analyses.24,25 The systematic component of variance was shown to be sensitive to adjustment for incidence rates, for which a fairly large proportion of the variation was found to be systematic. As expected, the incidence adjusted systematic variation generally had lower values than the unadjusted systematic variation.

The usefulness of the different mortality indicators

The results of the analysis give indications of areas of interest for further studies at the community level as well as for individual cases.

For some of the neoplasms, for instance for cancer of the rectum and for cancer of the colon in men, virtually all the variation in mortality was explained by the expected random variation and by the corresponding variation in incidence rates. Death rates for these conditions were suggested by Rutstein et al.1 to be indicators of the outcome of treatment measures.

In this study, it was not possible to include data on the cancer stage of the newly diagnosed cases, and, therefore, it is not possible to judge whether there was variation in the effect of treatments. For cancer of the rectum and colon, however, the results show that variation in death rates among health areas in Sweden did not provide any information in addition to incidence and random effects. Thus, the death rates from these conditions were not useful as indicators of the quality of care in Swedish health areas.

For cancer of the trachea, bronchus, and lung there was a significant systematic variation in mortality that was mainly explained by the variation in incidence. High death rates for this condition have been suggested to be warning signals motivating in depth studies of the quality of the primary prevention.13-15 In this study it was found that high death rates for cancer of the trachea, bronchus, and lung were strongly related to high incidence rates. Attention should be paid to preventive programmes10 that can change the variation in incidence.31,32 Incidence data may also provide earlier warning signals than mortality data. The optimal interval between the time periods for incidence and mortality data may vary between different diseases. In the first period, there was a slightly greater correlation between incidence and mortality for malignant neoplasms of the trachea, bronchus, and lung when the same time period was used for both these two measures. This is to be expected, since the survival time for cancer of the lung has been shown to be short.19,20 For malignant neoplasms of the trachea, bronchus, and lung it may be possible to study community health indicators further. Rosén
et al have suggested regional analysis of the consistency between mortality and risk factors. For instance, the association between smoking and mortality may be studied. A high degree of correlation has been shown between the incidence rates for cancer of the lung in 1974–80 and smoking habits in the Swedish counties and large towns in 1963.31 Between the 1960s and 1980s smoking rates were high in the large towns,33,34 where there were high death rates for cancer of the trachea, bronchus, and lung in the period 1974–1985.17,28 When analysing at the community level, however, it is important to be aware of the limitations due to the potential for ecological fallacy.1

For cancer of the cervix, both the systematic components of variation were significant. The variation in death rates was not fully explained by variation in the incidence rates of invasive cancer. Other explanations should be sought, such as variation in the effects of health care intervention for early diagnosis and treatment.11,14

Other studies have shown the influence of cervical screening on trends and national variations in mortality outcome.35,36 Organised screening programmes were introduced at different times in the different counties of Sweden in the 1960s and 1970s.37 It would thus be of interest to study the relation between screening activities and the systematic components of variation in death rates from cervical cancer.

The systematic variation in mortality may also be dependent on the stage of the disease reached at diagnosis and at the start of treatment37,38 and the case survival and case fatality rates.31,32 In survival studies the course of individual cases may be analysed. Regional variation in cancer patient survival can also be studied.39

There has been a debate on how progress against cancer should be measured. Bailar and Smith consider the best single measure to be the changes in the age adjusted mortality rate, while the incidence rates and survival rates could be affected more by changing standards of diagnosis.40 A systematic earlier diagnosis will also tend to increase case survival rates even in the absence of higher cure rates as a result of lead time bias.41 Adami et al have argued that these effects are only marginal in Sweden.31

It is important to stress that measuring incidence adjusted systematic variation in mortality does not solve the problem of separating the effects of earlier diagnosis from the effects of improved treatment. Incidence and mortality data are, however, more easily available than data on survival rates.

The potential bias in cancer incidence and mortality data in Sweden is considered to be small in the age groups studied.21–22,24.31 The diagnostic validity is, however, another important area for the analysis of possible explanations of systematic small area variation in incidence and mortality. During the 1970s and 1980s the idea of studying avoidable mortality as an indicator of the quality of care was developed. Medical technology is characterised by rapid progress, with new treatments being continually introduced for different diseases. The selection of useful indicators of avoidable mortality could, thus, differ when applied to different time periods and countries. Furthermore, analysis of different systematic components of variation in death rates should be useful when indicators for further studies on the quality of care are selected.
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